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EXECUTIVE SUMMARY 

Recent developments in the field of artificial intelligence (AI) have highlighted the 
significant potential of the technology to increase Defence capability while reducing risk 
in military operations. However, it is clear that significant work also needs to be 
undertaken to ensure that introduction of the technology does not result in adverse 
outcomes. Defence's challenge is that failure to adopt the emerging technologies in a 
timely manner may result in a military disadvantage, while premature adoption without 
sufficient research and analysis may result in inadvertent harms. 

To explore how to achieve ethical AI in Defence, a workshop was held in Canberra from 
30 July to 1 August 2019. 104 people from 45 organisations attended, including 
representatives from Defence, other Australian government agencies, the Trusted 
Autonomous Systems Defence Cooperative Research Centre (TASDCRC), civil society, 
universities and Defence industry.  

The outputs of the workshop represent a small part of a substantial and ongoing 
investment in appropriate methodologies, frameworks and theories to guide the 
development, evaluation, deployment and adaptation of ethical AI and autonomous 
systems across Defence and the TASDCRC.  

This report articulates the views of participants and outcomes of the workshop for further 
consideration and does not represent the views of the Australian Government. This 
report will be provided to support the development of Defence policy, doctrine, research 
and project management. 

Aim: The aim of the workshop was to develop a pragmatic and evidence-based ethical 
methodology for AI projects in Defence. 

Objective: The objective of the workshop was to bring together some of the best national 
and international subject matter experts, work through complex moral issues and create 
a pragmatic methodology to ensure ethical AI into the future.  

Method: Workshop attendees contributed evidence-based hypotheses to discussions 
with a view to developing methods to inform military leadership on the ethics of using AI 
and autonomous systems in a Defence context. Consultation with Defence stakeholders 
after the workshop consolidated the outputs of this report.  

The workshop resulted in the identification of five facets of ethical AI in Defence (see 
Figure 1), twenty evidence-based topics to be explored when considering AI and a 
method for ensuring ethical AI in Defence. 



OFFICIAL 
DSTG-TR-3786 

OFFICIAL 
ii 

 
 

Figure 1 Facets of ethical AI in Defence 

The facets that emerged from the workshop represent broad areas of inquiry and provide 
a framework and resource for further investigations into ethical AI. The facets were 
identified by categorising evidence-based participant-driven hypotheses, taking into 
account applicable guidelines and principles from government, professional bodies and 
academia. 

Workshop attendees noted that existing ethical AI principles varied by type and 
justification, could conflict and contradict each other and thus needed to be grounded in a 
clear methodology and additional governance frameworks in order to be effective. 
Therefore, rather than propose singular ethical AI principles for Defence, this report aims 
to provide those developing AI with facets of ethical AI that should be considered, 
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including the questions to ask, topics to consider and methods that may be relevant to 
Defence AI projects and their stakeholders.  

The facets of ethical AI for Defence and the associated questions align with the unique 
concerns and regulatory regimes to which Defence is subject to. For example, in times of 
conflict, Defence is required to comply with international humanitarian law (IHL, lex 
specialis) and international human rights law (lex generalis) in armed conflict (jus in 
bello). Defence is also required to comply with international legal norms with respect to 
the use of force when not engaged in armed conflict (jus ad bellum) when applying 
military force. International humanitarian law, particularly the concepts of proportionality, 
distinction and military necessity, has no direct non-military equivalent and as such 
requires a specific set of requirements and responsibilities that must be considered. 

Practical Methodology for Ethical AI in Defence 

There was consistent agreement during and after the workshop that an effective and 
practical methodology would support AI projects to manage ethical risks. Three tools 
have been developed by the workshop organisers to assist Defence and Industry in 
developing AI systems for Defence. The three tools are: 

• An AI Checklist for the development of ethical AI systems 

• An Ethical AI Risk Matrix to describe identified risks and proposed treatment 

• For larger programs, a data item descriptor (DID) for contractors to develop a 
formal Legal, Ethical and Assurance Program Plan (LEAPP) to be included in 
project documentation for AI programs where an ethical risk assessment is above 
a certain threshold.  

It should be noted that the facets, questions, topics and methods identified in this report 
are the outcomes of a single workshop only, rather than an exhaustive review of all 
ethical AI considerations. Information in this report has the potential to further 
understanding of ethical considerations in Defence, however, subsequent ethical AI 
research and consultation by Defence, the TASDCRC will yield more comprehensive 
frameworks. To assist in facilitating this research and consultation we have developed 
supporting tools, including a brochure and poster, which can be downloaded along with 
this publication from http://www.dst.defence.gov.au/ethicalAI. 

 
  

http://www.dst.defence.gov.au/ethicalAI
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1. BACKGROUND 

The rapid growth of artificial intelligence (AI) capabilities in the Defence sector led to the 
recognition that Defence requires a better understanding of the ethical issues associated 
with the emerging technology, as well as a robust and relevant framework to guide the 
development and operation of systems containing AI. The Royal Australian Air Force’s 
(RAAF’s) Plan Jericho1 realised that experts from multiple disciplines needed to come 
together to address this lack of understanding and frameworks and commenced concept 
development for an AI ethics workshop in 2018. In early 2019, Plan Jericho, Defence 
Science and Technology Group (DSTG) and the Trusted Autonomous Defence 
Cooperative Research Centre (TASDCRC) agreed to jointly plan and run a workshop in 
Canberra—see Figure 2.  

 

 

Figure 2 Participants listening to expert speakers and engaging in workshop activities 

 

                                                
1 https://www.airforce.gov.au/our-mission/plan-jericho  

https://www.airforce.gov.au/our-mission/plan-jericho
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The intent was to develop a pragmatic ethical methodology for AI projects in Defence. 
The lead planners for the workshop were Dr Kate Devitt (DSTG, TASDCRC) and Wing 
Commander Michael Gan (RAAF, Jericho). Defence participation was organised by Wing 
Commander Gan, and the academic and scientific contributions and participants were 
organised by Dr Devitt. Fields of expertise represented by the speakers included ethics of 
war, ethics of data and AI, autonomous systems in Defence, adaptive autonomy, human 
factors that affect human-autonomy teaming, and assurance of autonomy—see 
Appendix C. Speakers and Facilitators at Ethical AI for Defence Workshop. A wide range 
of military, academic, scientific and industry participants were engaged from both 
Australia and overseas for the workshop activities—see Appendix D. Organisations in 
Attendance at the Workshop.  
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2. METHODOLOGY 

The workshop was designed to elicit evidence-based hypotheses regarding ethical AI 
from a diverse range of perspectives and contexts. The work was conducted using 
Bayesian epistemology that recommends increasing both the diversity of stakeholders 
and number of independent evidential interactions on hypotheses to produce more 
defensible results (Bovens & Hartmann, 2004; Devitt, 2013; Hajek & Hartmann, 2009). 
This method encourages an inclusive, yet evidence-based approach to ethical AI aiming 
for more reliable and useful results for Defence. Noting that a single workshop is limited 
by the number of attendees and contributors it can accommodate, and the fact that it 
represents only a given moment in time, subsequent research using similar 
methodologies and appropriate parameters is recommended to ensure that the 
framework to ensure ethical AI in Defence is robust and defensible. 

To achieve the workshop aims, an evidence-based social platform was used2. The 
platform is similar to existing social platforms such as Facebook or Reddit, works on all 
internet-enabled computers, tablets and smart phones and does not require any specific 
software to be downloaded. All participants were assumed to have at least a smart phone 
and therefore could access the platform. Additionally, the digital platform enabled those 
who were unable to attend the workshop in person to contribute remotely and 
asynchronously, increasing the inclusivity and diversity of attendees.  

Participants were informed that a well-formed hypothesis is a simple proposition that a 
reasonable person could either agree or disagree with .e.g.: 

Dogs ought to be the only companion animal allowed on domestic flights inside an 
aeroplane cabin  

When forming hypotheses, we encouraged users to use words that imply what is 
obligatory, permissible, or forbidden, such as:  

Only, most, all, some, many, never, ought, permitted, should, can, should not, 
cannot, may be, occasionally, sometimes, ought not, in some cases 

Participants were not given a definition of artificial intelligence or autonomous systems to 
guide their thinking. Instead the workshop organisers provided participants with a set of 
contexts in which AI could be used in Defence, and examples of potential AI and 
autonomous systems, to frame hypothetical considerations—see Appendix E. Contexts 
of AI in Defence.  

                                                
2 The BetterBeliefs platform used at the workshop was background IP of author Kate Devitt and was used as 
a free trial for the workshop. Please see section declaration of perceived conflict of interests statement 
Appendix I.  
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The contexts were based on the ADF warfighting functions and modified to suit the 
purposes of the workshop. They were designed to capture all the potential Defence 
applications of AI including both warfighting and non-warfighting activities. 

 

 

Figure 3 Table lay-out with contexts of AI in Defence during the active sessions of the 
workshop: Force Application (FA), Force Protection (FP), Force Sustainment (FS), 
Situational Understanding (SU), Personnel (PR), Enterprise Logistics (EL), Business 
Process Improvement (BP) and Other (OR) 

 
Users were invited to pick one of the identified contexts, imagine some possible ethical 
hypothesis for this context and add that hypothesis to the platform. 

Users were urged to explore a wide range of ideas and told that they did not need to 
strongly agree with a hypothesis to add it. Indeed, users were encouraged to: 

• Add hypotheses they were sceptical in or curious about 

• Add radical, unusual, controversial or ‘out there’ hypotheses 

• Add hypotheses they would like input and feedback on 

• Add hypotheses they feel are poorly supported by evidence 

• Add hypotheses they believe in, but are not quite sure if they have enough 
evidence to investigate more thoroughly 
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• Add hypotheses they have evidence for or against 

• Add hypotheses they do not believe. 

Users were encouraged to use a wide range of evidence from the internet before, during 
and after the workshop to back up their ideas. Evidence cited for and against hypotheses 
ranged from Wikipedia articles, blog posts, magazine and newspaper articles, to reports 
by reputable institutions and peer reviewed publications. A prize was awarded to the 
workshop participant who contributed the greatest quality of ideas (as rated by their 
peers) and evidence to the platform—see Appendix H. Detailed Judging Criteria. 

The organisers were aware that there are many biases that the digital platform could 
reveal including how safe people feel contributing potentially controversial ideas online in 
different circumstances. Previous use of the platform found that participants at the low 
end of organisational hierarchies were more interactive, generated more ideas and got 
greater traction than participants higher in the organisational hierarchy.  

To increase participation and to ease the barriers to entry for this workshop the platform 
was deployed first to organisers and key stakeholders, then opened up to participants of 
the workshop and for 30 days after the workshop: 

1. Prior to the workshop, workshop leaders contributed some initial hypotheses to 
the platform to provide a starting point for participants and show that ideas do not 
have to be perfectly worked through or fully formed; (i.e. they are intended to be 
tentative it is ok to be controversial etc.) 

2. Speakers and facilitators were invited to steer the conversation around evidence 
they might have published on or have preprints on. Organisers offered to help 
speakers register and log into the platform and walk through via phone. 

3. Organisers pre-populated a set of hypotheses modified from Institute of Electrical 
and Electronics Engineers’ (IEEE) Ethically Aligned Design (IEEE Global Initiative 
on Ethics of Autonomous and Intelligent Systems, 2019) 

4. Workshop participants were invited to register onto the platform ahead of the 
workshop and encouraged to familiarise themselves with the platform by voting 
hypotheses up or down, ranking evidence, or trying to add a hypothesis 

5. Participants used the platform during the workshop around small tables of  
4–8 people 

6. The platform was available to participants for 30 days after the workshop 

7. Participants who wished to discuss hypotheses once data-collection was 
complete could arrange a teleconference. 
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Previous use of the platform has shown that less vocal participants at workshop sessions 
appreciated a safe digital space to formulate their ideas and find evidence for or against 
them. This is in contrast with socially dominant participants who can disproportionately 
influence the scope of conversation at events.  

The workshop program was divided into oral presentations (see Appendix C. Speakers 
and facilitators at Ethical AI for Defence Workshop.) and four active sessions (see 
Table 1). Each active session consisted of a targeted brief and small group (up to 10 
people) discussions. During the active sessions, participants were invited to sit at one of 
eight tables, with each table focusing on a different context for AI within Defence—see 
Appendix E. Contexts of AI in Defence.  

Hypotheses and evidence were categorised into facets and topics and compared to 
existing government ethical AI frameworks such as AI Ethics Principles approved by the 
Australian Government3 (Department of Industry Innovation and Science, 2019) and AI 
Principles: Recommendations on the Ethical Use of Artificial Intelligence, approved by 
the US Department of Defense (Defense Innovation Board, 2019) 4. Principles from the 
IEEE’s Ethically Aligned Design (2019)5, plus two meta-ethical reviews published by 
Harvard University (Fjeld, Hilligoss, Achten, Daniel, Feldman & Kagay, 2019)6 and 
Nature’s Machine Intelligence journal (Jobin, Ienca & Vayena, E 2019) provided 
engineering and scientific guidance to consolidate our framework (see Appendix A. 
Comparison of Ethical AI Principles). Note: This report refers to these frameworks for 
information only. It does not seek to recommend a singular set of ethical principles for 
Defence. This report summarises the outcomes of the workshop and does not represent 
the views of the Australian Government. 

 

 

                                                
3 https://www.industry.gov.au/data-and-publications/building-australias-artificial-intelligence-capability/ai-
ethics-framework/ai-ethics-principles 
4https://media.defense.gov/2019/Oct/31/2002204458/-1/-1/0/DIB_AI_PRINCIPLES_PRIMARY_
DOCUMENT.PDF. See also ‘DOD Adopts 5 Principles of Artificial Intelligence Ethics’ (25 Feb 2020) available 
from https://www.defense.gov/Explore/News/Article/Article/2094085/dod-adopts-5-principles-of-artificial-
intelligence-ethics/. 
5 https://standards.ieee.org/content/ieee-standards/en/industry-connections/ec/autonomous-systems.html 
6 https://ai-hr.cyber.harvard.edu/primp-viz.html 

https://www.industry.gov.au/data-and-publications/building-australias-artificial-intelligence-capability/ai-ethics-framework/ai-ethics-principles
https://www.industry.gov.au/data-and-publications/building-australias-artificial-intelligence-capability/ai-ethics-framework/ai-ethics-principles
https://media.defense.gov/2019/Oct/31/2002204458/-1/-1/0/DIB_AI_PRINCIPLES_PRIMARY_DOCUMENT.PDF
https://media.defense.gov/2019/Oct/31/2002204458/-1/-1/0/DIB_AI_PRINCIPLES_PRIMARY_DOCUMENT.PDF
https://www.defense.gov/Explore/News/Article/Article/2094085/dod-adopts-5-principles-of-artificial-intelligence-ethics/
https://www.defense.gov/Explore/News/Article/Article/2094085/dod-adopts-5-principles-of-artificial-intelligence-ethics/
https://standards.ieee.org/content/ieee-standards/en/industry-connections/ec/autonomous-systems.html
https://ai-hr.cyber.harvard.edu/primp-viz.html


OFFICIAL 
DSTG-TR-3786 

OFFICIAL 
7 

Table 1 Workshop interaction sessions 

Session # Brief & Activities Resources 

#1 Military 
Decision 
Making 

Attendees were briefed by Tristan Perez7 on taxonomy of 
decision types that a human-AI system might be tasked with 
(e.g. made by a single decision-maker vs. multi-decision 
maker; once-off decisions vs. sequential decisions. See 
Appendix F. A Taxonomy of Decision ProblemsPartcipants 
were also briefed by Julian Tattersall on the constraints of 
military decision making8.  

Each table was tasked to 

• discuss military AI context 

• come up with examples of human-AI decisions in that 
context 

• identify an ethical issue or challenge within those 
decisions 

• find some evidence online (URLs) about this ethical issue 

• propose ethical hypotheses on BetterBeliefs relating to 
ethical AI for this context. 

Appendix F. A 
Taxonomy of Decision 
Problems 

Military decision 
making see The 
Defence Act (The 
Australian 
Government, 1903), 
ADDP 5.0 Joint 
Planning (Australian 
Defence Doctrine 
Publication, 2014, 
Figure 1.1 The Levels 
of Conflict) and OODA 
Loop (e.g. Brehmer, 
2005, pp. 1-5) 

#2 Human 
factors 

Attendees were briefed by Fiona Kerr on the human factors 
(cognitive, anthropological and sociological) relating to ethical 
AI for Defence including the human-autonomy system 
oversight model. 

Each table was tasked to 

• discuss military AI context with respect to cognitive, 
anthropological and sociological factors that affect 
decision-making 

• identify an ethical issue or challenge for decisions 
emerging from these considerations 

• find some evidence online (URLs) about this ethical issue 

See Endsley (2017) 

                                                
7 See Appendix F. A Taxonomy of Decision Problems for details and also French, Maule and Papamichail’s 
(2009) Decision Behaviour, Analysis and Support. 
8 Key constraints include constitutional requirements (principle of legality, rule of law) and legislative 
requirements –Defence Act 1903 (Cth). It further looked to limitations and constraints within the Executive 
Power (Command). Also contrasting Warfighting/combat functions (strategic, operational, tactical) vs. 
enterprise-level rear echelon functions (Army, Navy, Air Force, Joint and Civilian). 
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• propose ethical hypotheses on BetterBeliefs relating to 
ethical AI in this context that accommodate for cognitive, 
anthropological and/or sociological factors 

#3 Ethical 
AI meta-
analysis 

Attendees were briefed by Derek Leben on meta-analyses of 
civilian ethical AI principles. Common principles were: 
promotion of human values, professional responsibility, human 
control of technology, fairness and non-discrimination, 
transparency and explainability, safety and security, 
accountability, privacy, and top-down ethical theories 
(utilitarianism, contractarianism, Kantianism, virtue ethics, 
ethics of care, etc.) that might constrain the meaning of 
principles. 

Each table was tasked to 

• discuss military AI context with respect to how bottom-up 
reasons might challenge the usefulness or validity of 
existing ethical AI principles from civilian domain 

• find some evidence online (URLs) to counter established 
ethical AI principles (add hypotheses as necessary) and 
add to BetterBeliefs platform 

• consider top-down theories that could change the way 
principles could be constructed 

• propose ethical hypotheses on BetterBeliefs using 
different top-down theories 

See Principled Artificial 
Intelligence: A Map of 
Ethical and Rights 
Based Approaches 
(Fjeld et al., 2019) and 
The global landscape 
of AI ethics guidelines 
(Jobin, Ienca, & 
Vayena, 2019) 

#4 Wrap-up Attendees briefed on BetterBeliefs hypotheses and evidence 
by the end of the workshop and encouraged to continue to add 
to the platform until 31 August 2019 when data would be 
collated. 
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3. RESULTS 

 

Figure 4 The decision dashboard of 84 hypotheses emerging from Ethical AI for Defence 
workshop 

A total of 56 of 104 attendees used the online, evidence-based social platform. They: 

1. added 84 ethical AI hypotheses  

2. added 227 pieces of supporting or refuting evidence 

3. rated the quality of other users’ evidence 637 times 

4. voted hypotheses up or down 964 times. 

The data was patchy (as expected), revealing the limits of the method, but also provided 
many hypotheses to investigate into the future—see Figure 4. Hypotheses were sorted 
by how much evidence they had for and against them, the quality of this evidence 
(‘Weight of Evidence-WoE’ represented on the Y axis) and how much participants 
believed in hypotheses (‘Degree of Belief-DoB’ represented on the X axis). The WoE 
score could (in theory) keep getting ‘weightier’ as more evidence accrues, whereas the 
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DOB score was from 0.0 to 1.0 based on the proportion of users who voted each 
hypothesis ‘agreed’ or ‘disagree’. Refuting evidence in the algorithm counteracts 
supporting evidence, meaning that contentious hypotheses have a WoE score closer to 
‘O’. Hypotheses in yellow, red and white zones have not been included in this report but 
offer opportunities for further study. Limits on the digital data collection included the 
absence of speaker data and the relatively brief opportunity for participants to contribute 
data to the platform. Hypotheses from the workshop that met a threshold for evidence 
(WoE > 7), belief (DoB > 0.8), items of evidence (N > 2) and diversity of contributors (N > 
11) were ‘greenlit’ forming the basis of topics of this report. Topics were forged from a 
combination of ‘bottom up’ workshop hypotheses and top-down further consultation with 
key Defence stakeholders including DSTG, ADF and the TASDCRC and consideration of 
ethical AI frameworks. Hypotheses were then clustered and forged into five facets for 
consideration of ethical AI in Defence—see Table 2. 

Table 2 Ethical Principles and Topics emerging from the workshop 

Facets of Ethical AI for Defence Topics emerging from the workshop 

Responsibility 

Who is responsible for AI? Education, command 

Governance 

How is AI controlled? 
Effectiveness, integration, transparency, 
human factors, scope, confidence and 
resilience 

Trust 

How can AI be trusted? 

Sovereign capability, safety, supply chain, 
test & evaluation, misuse and risks, 
authority pathway and data subjects 

Law 

How can AI be used lawfully? 
Protected symbols and surrender, and de-
escalation 

Traceability 

How are the actions of AI recorded? Explainability and accountability 

 
The facets, questions, topics and methods are evidence-based results of a single 
workshop only, rather than an exhaustive review of all ethical AI considerations (there 
were many more ideas expressed that may be valid under further scrutiny and research). 
Further workshops are recommended to further explore appropriate frameworks and 
methods for ethical AI for Defence.  
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3.1. Responsibility 

Who is responsible for AI? 

1.1 Commanders are appointed to conduct campaigns and operations. 
They are assigned military forces and have the authority to commit 
military personnel to battle in potentially life-threatening circumstances. 
Commanders therefore have a vitally important responsibility. They are 
accountable for their actions or inaction—ADDP 00.1 Command and 
Control AL1 (Department of Defence, 2019a, p.13). 

 
AI offers the opportunity to augment aspects of human decision-making, offering 
advantages in embedded expertise, larger scale operations, speed, precision and 
reliability, as well as enhanced patience and vigilance (Scharre & Horowitz, 2018), 
however it may be unclear who is responsible for decisions or actions in both combat and 
non-combat operations involving AI. Does the employment of AI in military operations 
change a commander’s responsibility? If so, how? Should programmers or others be 
responsible for machines? 

Two key challenges must be addressed when operating with AI systems, particularly 
those employing machine learning. Firstly, in order to effectively and ethically employ a 
given system (AI or not), a commander must sufficiently understand its behaviour and the 
potential consequences of its operation. Secondly, there is difficulty in identifying any 
specific individual responsible for a given decision or action.  

Some machine learning systems can completely overwrite their initially programmed 
code based on what they learn from the environment they encounter, which in some 
circumstances could be an uncontrolled environment. Who is responsible for the 
decisions made by such machines? Environmentally driven AI autonomy (that is, 
information-controlled and adaptive) may give Defence advantages, but how ought the 
ethics of such technologies be managed? 

Answering the question of responsibility underpins many of the subsequent concepts in 
this framework, including governance and traceability. Participants felt that education is 
critical to enable a commander to enact their responsibilities, particularly in combat 
systems.  
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3.1.1. Education 

The first of four key imperatives is to start educating Defence and other 
national security personnel about AI—Major General Mick Ryan, 
Commander Australian Defence College (2018) 

 
… if you want decision-makers to trust the algorithms … you need 
those decision-makers to be involved in, and capable of understanding, 
the development of those algorithms, because they are not going to 
necessarily be involved in the real-time decisions that the algorithms 
would make—Lt. Gen. Schmidle (Hicks, Hunter, Samp, & Coll, 2017)  

 
Workshop participants considered the importance of education in the role of command. 
They felt that when Defence teaches leadership and management to military officers, 
they teach aspects of human behaviour, cognition, and social factors. Thus, for a human 
to lead and/or manage an AI, they will need to understand the AI. Without understanding 
AI, the human will be uncomfortable, and the relationship will break down quickly. It is 
very likely that at least some aspects of AI will be embedded in every defence function 
and capability. Without early AI education to military personnel, they will likely fail to 
manage, lead, or interface with AI that they cannot understand and therefore, cannot 
trust. 

3.1.2. Command 

In today’s information age, humans issue commands to an information environment and 
that information environment controls industrial age machines. In the context of AI, which 
exists inside information environments, participants grappled with the question of who is 
‘in command’? Is it the coders of the algorithm, the person who procured the AI, the 
person who deployed the AI; or the person who relied on and applied the AI? 
Responsibility for critical decisions is spread across multiple decision makers from 
commanders through to designers, acquisition agencies and operators, offering multiple 
opportunities to exercise authority but also to make mistakes.  

Suggestions from participants included that the allocation of ethical and legal 
responsibility could go across all the nodes/agents in the human-AI network causally 
relevant for a decision (Floridi, 2016)9 and that AI could  help reduce mistakes and 
augment human decision makers who bear responsibility (Ekelhof, 2018). In pursuit of 
accountability for military decisions, the workshop attendees felt it is important that 
decisions made with the assistance of or by AI are captured by accountability frameworks 
                                                
9 Mechanisms to assign responsibility can be located in back propagation from network theory, strict liability 
from jurisprudence and common knowledge from epistemic logic. 
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including domestic and international law. The International Committee of the Red Cross 
(2019) argues that a human-centred approach will help ensure that human beings are 
ultimately responsible for an AI decision. 

It was noted that in high volume and high velocity information environments such as 
cyber, communications and electronic warfare (EW), decision makers rely increasingly on 
autonomous systems due to the limits of human processing capacities.  

Proactive ethical and legal frameworks may help to ensure fair accountability for humans 
within AI systems, ensuring operators or individuals are not disproportionately penalised 
for system-wide and tiered decision-making. Defence can examine legal cases of 
responsibility in the civilian domain to guide some aspects of the relevant frameworks, 
e.g. the apportioning of responsibility for the test-driver in an Uber autonomous vehicle 
accident (Ormsby, 2019). Defence could also consider arguments that humans within 
complex systems without proactive frameworks risk being caught in ‘moral crumple 
zones’ (Elish, 2019) where the locus of responsibility falls on human operators rather 
than the broader system of control within which they operate—see Section 3.2 
Governable.  

Issues to consider in future research include the potential impact of complexity on 
decision-makers, how AI malfunctions are managed and how to apportion appropriate 
levels of responsibility to human decision-makers. Unforeseen complexity-driven factors 
may put an unreasonable cognitive burden on decision-makers. Apart from the 
complexity of a situation, a mistake, malfunction, or deliberate corruption of an AI-
enabled system that processes and analyses data, information, and intelligence to inform 
decision-making could cause a mistake that could inform and thus undermine human 
decision-making in ways that could be risky or destabilizing (Kania, 2017). The 
complexity and risks associated with AI leads onto the principles of governability and 
trustworthiness. AI must be capable of operating within a human system of control (see 
Section 3 Governable) and the competence, integrity and security of an AI-enabled 
system must be ensured (see Section 4. Trusted). Further research in human decision-
making with AI may seek to redefine expectations and obligations of military command 
when using AI.  



OFFICIAL 
DSTG-TR-3786 

OFFICIAL 
14 

3.2. Governance 

How is AI controlled? 

7. Australia has a longstanding and well-articulated position on the use 
of military force. The application of military force is controlled in 
accordance with Government direction and must be compliant with 
domestic and international law. To achieve this, Australia implements a 
system of control (Department of Defence, 2019b).  

 
Human discretion at some point or at some interface with machine 
technology is important, but that point of interface will vary—General 
Angus Campbell, Chief of the Defence Force (Commonwealth, 2019) 

 
AI creators must consider the context in which AI is to be used (see Appendix E. 
Contexts of AI in Defence) and how AI will be controlled. The point of interface through 
which control is achieved will vary, depending on the nature of the system and the 
operational environment. There must be work conducted to understand how humans can 
be capable of operating ethically within machine-based systems of control. 

With regards to the control of lethal autonomous weapons Australia presented a ‘non-
paper’ at the Certain Conventional Weapons meeting Geneva (Department of Defence, 
2019b) expressing the legal, policy, technical, and professional forms of controls imposed 
systematically throughout the ‘life’ cycle of weapons over nine stages—see Table 3. 

Table 3 System of control of weapons (Department of Defence, 2019b)  

System of Control 

Stage One: Legal and Policy Framework 

Stage Two: Design and Development 

Stage Three: Testing, Evaluation and Review 

Stage Four: Acceptance, Training and Certification 

Stage Five: Pre-deployment Selection 

Stage Six: Weapon Use Parameters 

Stage Seven: Pre-deployment Certification and Training 

Stage Eight: Strategic and Military Controls for the Use of Force 

Stage Nine: After-Action Evaluation 
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3.2.1. Effectiveness 

Participants suggested that AI systems should be deployed only after demonstrating 
effectiveness thorough experimentation, simulation, limited live trials etc. Robust testing 
will be required, allowing for the assessment of AI decision making in relevant scenarios. 
By presenting varying scenarios, it will be possible to assess the capability of a system to 
operate in environments with varying levels of risk, dynamics and decision requirements 
(Ahner, 2016). The IEEE’s Ethically Aligned Design (2019) argues that creators and 
operators of autonomous and intelligent systems should provide evidence of the 
effectiveness and fitness for purpose of autonomous and intelligent systems.  

3.2.2. Integration 

Participants suggested that system integration would improve the robustness and 
diversity of decision-making (Abbass, 2019). Automotive vehicle automation provides an 
example of highly integrated functions/behaviours with human driver cognitive functions 
such as collision notifications, blind spot monitoring, assured clear distance ahead and so 
forth. However, it is important to consider individual differences in cognitive abilities to 
ensure integration fits the operator (Greenwell-Barnden et al., 2019). Social integration of 
AI is a natural consequence of any use of AI in the society.  

3.2.3. Transparency 

Transparency refers to an operator’s awareness of an autonomous agent’s actions, 
decisions, behaviours, and intention. It has been identified as one factor that could 
improve human trust in autonomous systems. A certain amount of transparency seems to 
improve operator performance such as improving situation awareness and reducing 
workload, however too much transparency can also decrease operator performance 
(Bhaskara, Skinner, & Loft, 2020; Endsley, 2016). In some contexts there is the need to 
make the reasoning transparent, but in others there is not. After all, people use 
technology all the time without knowing how it works and never question it. If an operator 
can act on transparent information in a timely manner, then transparency can assist with 
decision-making. However, being overly explanatory may lead to information overload 
and decision paralysis. More work is needed to ensure the balance between explainable 
models and maintaining performance (Turek, 2017). IEEE’s Ethically Aligned Design 
(2019) argues that the basis of a particular AI decision should always be discoverable, 
allowing for differences in user need, e.g. the requirements of a legal review team versus 
an operator making tactical decisions. 
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3.2.4. Human factors 

Participants advocated for cognitive psychology and neurophysiology to be considered in 
developing AI systems. Human-machine collaboration should be optimised to safeguard 
against poor decision-making including automation bias and/or mistrust of the system; 
Too much automation can render human-made decisions sub-optimal (Barnes, Chen, & 
Hill, 2017). The neurophysiological impacts of technological interaction and 
intermediation need to be better understood and factored into AI design and use. 
Complex information systems can lead to cognitive fatigue, distraction (via multi-modal 
delivery), and performance loss from neural switching. Such factors are not being 
sufficiently considered when deciding on the appropriate level of AI use, when not to use 
it, and how to better design human in/on the loop processes and partnerships (Drnec, 
Marathe, Lukos, & Metcalfe, 2016; Endsley, 2016; Sparrow, Liu, & Wegner, 2011). 

Autonomous technologies may enable better situational awareness and a better 
understanding of the operational environment to allow humans to increase their control. 
On the other hand, autonomous technologies present fundamental challenges to military 
structures, the military mind-set, decision-making processes and the relationships 
between human actors and technologies. If these challenges are not considered 
carefully, the use of autonomous technologies could result in an unacceptable loss of 
control. Implementing these technologies gives rise to additional and new challenges with 
regard to human-machine interfaces, ethics, trust, training, and more (Ekelhof, 2018).  

A risk as people start to work with new technology is that they experience it working 
reliably, rather than learning the technology’s limits. This makes users vulnerable to 
unknown system errors in different contexts. Reliance on automation may, over time, 
result in the degradation of humans’ cognitive skills and coordination capabilities’ ( 
Hoffman, Sarter, Johnson, & Hawley, 2018).  

The cognitive relationship between human and machine is critical to the system's proper 
use. After all, machine decision making already affects military decisions and its influence 
will increase as capabilities develop and the tempo of conflicts increases (Danzig, 2018). 
There are cases where assigning humans to decisions will not improve decision-
making—such as the use of autonomous countermeasures that can respond faster than 
human reaction times to thwart an attack (Seffers, 2017; United States Navy, 2019; 
Zender, 2019). 

3.2.5. Scope 

Participants advised caution about over-reliance or under-reliance of AI. They pointed out 
that there are many technical issues such as autonomy brittleness, the capacity to deal 
with emergence, software validation, graceful degradation requirements and learning 
systems transparency that mean full autonomy is possible only under very high levels of 
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reliability and robustness, which we have not yet achieved. It is also necessary for the 
human to have an accurate mental model of the system’s capabilities in order to develop 
sufficient trust in the system to choose to use it (Endsley, 2016). 

It is not guaranteed that having a human as the ultimate decision-maker in human-
autonomy teams sufficiently manages the systemic risks given increasing system 
complexity. Humans produce errors of action and inaction. Human intervention can be 
counterproductive particularly in high tempo environments that demand fast processing 
and communication capabilities. Human decision-makers can be nuanced, flexible and 
contextual in ways brittle AIs struggle with, but ‘machine complexity confounds human 
decision makers even when there is ample time for considered judgment’ (Danzig, 2018). 

No matter how much autonomy is within systems, people will not use it properly if they do 
not trust it to do what they want it to do (Chiou & Lee, 2016). Consideration of trust and 
transparency in an AI system could improve the effectiveness of a human-autonomy 
pairing. Providing confidence in the information or choices being offered by an AI will 
enhance the decision capability of a human operator (Christensen & Lyons, 2017). 

3.2.6. Confidence 

[To help commanders know when to trust the AI and when not to] any 
information that the machine is telling us should come with a 
confidence factor—Brig. Gen. Richard Ross Coffman (Freedberg Jr, 
2019) 

 
Participants considered whether AI systems that provide advice should also provide a 
level of confidence in that advice. Confidence reporting needs to be not only in terms of 
the classification probability object being analysed (e.g. the likelihood the AI’s 
assessment of an object is true), but confidence on whether the class is even contained 
within the model (e.g. the degree to which the AI is designed and trained to assess the 
object in question). This is not attainable from the output of the softmax function10 or 
similar, but needs to be derived by other means (Gal & Ghahramani, 2016). The 
prevalence of automation bias is due to users having too high a confidence in the data 
being presented by AI (Alexander, 2019).  

There are also many different sources of uncertainty or types of ignorance that are 
relevant to the human-AI decision making—see Figure 5. ‘In many real-world applications 
the internal decision-making process of AI must be understood in detail’ (McLellan, 
                                                
10 Softmax regression is a kind of logistic regression that normalizes an input value into a vector of values 
that follows a probability distribution whose total sums up to 1. It allows a more nuanced interpretation of 
values rather than a binary 0 or 1 in a neural network model. See https://towardsdatascience.com/softmax-
function-simplified-714068bf8156  

https://towardsdatascience.com/softmax-function-simplified-714068bf8156
https://towardsdatascience.com/softmax-function-simplified-714068bf8156
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2016). Understanding how uncertainty is managed by AI is critical; most AI algorithms 
deal with uncertainty internally in some way, perhaps using a rigorous framework of 
stochastic probability, or a more heuristic method. Very few attempt to deal with more 
than one type of ignorance, and conveying these meaningfully to human users without 
causing information overload is an unsolved problem.  

 

Figure 5 Taxonomy of ignorance and uncertainty by Russell Thomas (Thomas, 2013) 

Recognising the true value of data or an algorithm is paramount for warfighters, 
commanders, developers, and certifiers being able to trust and rely on AI. It may be that 
confidence levels need to be disclosed for all aspects (nested confidence levels) of 
decisions made with or by AI. That being said it is unclear what is meant by confidence 
regarding an AI system.  

Do confidence intervals indicate accuracy or reliability? What does a certain confidence 
level mean? If an AI claims 65% confidence of its decision, does it know enough of its 
own limitations such that this information is useful to human decision-makers? What are 
the consequences if the AI is wrong? Of what part of the decision-making process does 
the disclosure of confidence levels apply to? How will that information be used by human 
or machine? Participants felt that more work needed to be done to investigate. 

In order for confidence levels to be useful, there must be a level of understanding of 
when we can use (or trust) the AI and when humans will need to intervene (calibrated 
trust). The information required to effectively enable humans and AI to interact is likely to 
be broad and varied and ultimately will only be determined through experimentation and 
real word application (Chen et al., 2018).  



OFFICIAL 
DSTG-TR-3786 

OFFICIAL 
19 

Analytic confidence by humans can be broken down along three dimensions: reliability of 
available evidence, range of reasonable opinion, and responsiveness to new information 
(Friedman & Zeckhauser, 2018). The ‘grey box’ process fosters trust and transparency 
from the human element in the output of the AI system, going some way to ensure that 
confidence is part of the decision process (Christensen & Lyons, 2017). New 
developments in AI are modelled as a reduction in the cost of prediction allowing for 
imperfect decisions and human adjustment until models improve (Agrawal, Gans, & 
Goldfarb, 2019). 

3.2.7. Resilience 

Participants highlighted the importance of system resilience, namely that the system 
exhibits the ability to foresee, contain, and recover from anomalous situations. Hollnagel, 
Woods, and Leveson (2006) describe how resilience can be achieved in organisations 
and systems, stating that it can be conceptualised as a combination of the system’s 
ability to prevent something from happening, to prevent something from becoming worse, 
and to recover from anomalous situations: foresee, contain, and recover.  

Participants considered whether AI should be deployed to detect system anomalies to 
improve the resilience of AI systems themselves, particularly those at risk of cyber-attack 
(Kh, 2017). This can be supervised machine learning for the detection of expected and 
unsupervised learning for the detection of uncommon patters. Then probabilistic 
reasoning should be used on how and when to re-configure the system. 

Sutton and Barto (2018) provide an overview of different machine learning techniques 
and examples of applications which match counterparts associated with detection of 
anomalies, patterns and decision making. This provides the motivation to the applications 
of standard AI tools: supervised machine learning, unsupervised machine learning, and 
probabilistic reasoning. 

3.3. Trust 

How can AI be trusted? 

Human-AI systems in Defence need to be trusted by users and operators, by 
commanders and support staff and by the military, government and civilian population of 
a nation. What is ‘trust’, what is ‘trusted’ and what is ‘trustworthy’ are concepts well 
explored by researchers (Davis, 2019; High-Level Expert Group on Artificial Intelligence, 
2019; Hoff & Bashir, 2015; R. R. Hoffman, Johnson, Bradshaw, & Underbrink, 2013; Lee 
& See, 2004; Schaefer, Chen, Szalma, & Hancock, 2016; Wang, Jamieson, & Hollands, 
2009). The High-Level Expert Group on Artificial Intelligence of the European Union 
‘believe it is essential that trust remains the bedrock of societies, communities, 
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economies and sustainable development’ (2019). They argue that trustworthy AI must be 
lawful, ethical and robust. The model of trust in this report captures the diverse 
hypotheses suggested by participants and the context of establishing trust in both 
technical systems and in people and organisations that develop and deploy them—see 
Figure 6. 

 

Figure 6 A two-component model of trust incorporating competence—skills, reliability and 
experience—and integrity—motives, honesty and character suitable for human-AI 
systems (Connelly, Crook, Combs, Ketchen, & Aguinis, 2015; Connelly, Miller, & 
Devers, 2012; Devitt, 2018; Kim, Ferrin, Cooper, & Dirks, 2004). 

 
A two-component model suggests that trust between humans consists of both 
competency and integrity. Competence comprises of skills, reliability and experience; 
Integrity comprises of motives, honesty and character. The model is useful to understand 
human trust, and prompts us to consider how trust might be similar or asymmetric 
between humans, AI and autonomous systems. Notably, systems do not have intrinsic 
integrity, but exhibit behaviours and internal processing due to the integrity (or lack 
therein) of human-AI teams and systems. For example, humans may trust another 
human with high integrity (e.g. a human driver), but much lower competence than an 
autonomous counterpart ( e.g. a self-driving car). There is a large and increasing body of 
literature on trust from which future AI projects may draw from. 

A human-AI system can be competent and yet not have exactly the right skills to succeed 
in a specific context, or it fails to do a task having reached the limit of its experience. 
Competence improves when human-AI systems learn more skills (e.g. operator training), 
become more reliable (better test and evaluation) and more experienced (e.g. data 
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training). Integrity comprises motives, honesty and character. We trust a human-AI 
system that intends to be ethical, is transparent about their actions and embodies a 
culture that, regardless of competence, inclines them to take responsibility for their 
actions, be thoughtful and empathetic to others and other ‘positive’ traits. This two-factor 
model of trust combines ability and ethics. 

The model can explain why humans might continue to use a technology (trusting its 
reliability) even when they do not trust the manufacturers. For example, services such as 
Google Maps are trusted by users to guide their journeys without users knowing anything 
about the underpinning algorithms. Users trust systems for many reasons including the 
system’s reliability and predictability, and because people trust experts, their peers 
communities, organisations, government institutions, etc.  

Thus, users may trust corporations such as Google to be good at mapping the world, 
even if they do not trust Google to not abuse their position of information power under the 
auspices of surveillance capitalism (Zuboff, 2019). Operators will hold multiple levels of 
trust in the systems they are using depending on what aspect of trust is under scrutiny. In 
some cases, users may develop a reliance on low integrity technology that they can 
predict easily, such as using the known flight path of an adversary’s drone to develop 
countermeasures. Users may also depend on technologies because of convenience 
rather than trust. Finally individual differences exist in the propensity to trust, highlighting 
that trust is a relational rather than an objective property. 

Trust is a complex and active research area. The authors offer the model as a framework 
to interpret the results of the workshop rather than the definitive, or the only valid model 
of trust.  

3.3.1. Sovereign Capability 

Participants considered the impact of Australia’s potential reliance on overseas suppliers. 
Such reliance might expose Defence to anti-competitive, proprietary systems and 
platforms which are encumbered by International Traffic in Arms Regulations (ITAR). 
One author (Dingle, 2019) has raised a similar concern in relation to the lack of spare 
parts for the F35 Joint Strike Fighter. Workshop participants agreed that there is a risk 
that lack of investment in sovereign AI could impact our ability to achieve sovereign 
decision superiority, should this be Defence’s objective. 

To meet the needs of sovereign capability with regards to AI, the National Security 
Science and Technology Interdepartmental Committee was established in March 2017 
(Defence, 2018). The committee endorsed six national security science and technology 
priorities, all with the potential to be improved with appropriate applications of AI: 
cybersecurity, intelligence, border security and ID management, investigative support 
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and forensic science, preparedness, protection, prevention and incident response, and 
technology foresighting (Callinan, 2019). 

3.3.2. Safety 

Participants indicated that AI systems should be safe. The safety case could be 
demonstrated through experimentation, simulation, limited live trials etc. AI testing in 
varying scenarios will help assess the capability of a system to operate in environments 
with varying dynamics, decision requirements and levels of risk. (Ahner, 2016). To be 
safe, AI should avoid negative side effects while pursuing its goals, avoid ‘reward’ 
hacking, have scalable oversight so that actions can be checked/reviewed, be able to 
explore safely, and be robust to ‘distributional shift’, that is, safe in different contexts to 
those it was trained in (Amodei et al., in-press). Some of the considerations of 
participants accord with the Australian ethical AI principles of reliability and safety that 
‘throughout their lifecycle, AI systems should reliably operate in accordance with their 
intended purpose’ (Department of Industry Innovation and Science, 2019). 

Program testing can be used to show the presence of bugs, but never 
to show their absence—E.W. Dijkstra (1970) 

 
However, it was noted that test and evaluation will have limited guarantees for adaptive 
AI systems operating in unforeseen contexts, indicating that levels of risk need to be 
understood in the design and deployment of these systems.  

3.3.3. Supply Chain 

Participants noted that AI generated by unsecure supply chains can contain backdoors or 
be vulnerable to hacking. Recent large-scale cyber-attacks have been the result of a 
breach from within a vendor or supply chain (Langcaster, 2018). 

Better data transparency might ensure the provenance of suppliers. Participants 
considered whether AI could be used in acquisition decisions to validate and verify the 
veracity of the origins of the componentry from suppliers. If there are gaps in the data, AI 
can flag that further authentication needs to occur. Increasingly there are practical ethical 
templates to assist with AI procurement (The Institute for Ethical AI & Machine Learning, 
2019). AI acquisition should perhaps be more like art purchasing, where authentication 
requires the history of certification to follow it (Dutton, 2003). See also Sroufe and 
Curkovic's (2008) discussion of supply chains. 

Participants felt that all aspects of developing AI for the military should be scrutinised for 
its ethicality, not just the end product for military application. ‘Cradle to grave’ 
assessment of the ethics of AI development was felt to increase the capacity for ethical 
assurance in AI use for the military.  
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To this end, unjust biases can be identified and mitigated against in the AI algorithm from 
the datasets to learning protocols and interpretative layer. Some participants argued that 
AI systems should be inclusive and accessible, and should not involve or result in unfair 
discrimination against individuals, communities or groups—in accordance with Australia’s 
civilian ethical AI principles (Department of Industry Innovation and Science, 2019) and 
the Department of Defence ethical AI principles—see Appendix A. But participants also 
noted that Defence would have different obligations than the civilian domain concerning 
the data supply chain and whether that supply chain would be or should be transparent 
given security considerations. There are increasingly available tools to assist AI 
developers check for unfair discrimination, e.g. IBM is trying to make AI systems more 
transparent and biases more visible with the AI Fairness 360 toolkit. Utilising the toolkit 
will help identify and explain the limits and biases of training data, model bias in tests and 
data bias in the evaluation of deployed systems (Celis, Huang, Keswani, & Vishnoi, 2019; 
IBM Research Trusted AI, 2019; Lockwood, 2019; Speicher et al., 2018). IBM’s toolkit is 
designed to improve trust in AI by demonstrating the systemic disadvantages to 
unprivileged groups and conversely systemic advantage to privileged groups. In a 
Defence context, jus in bello ethical principles must be abided by, particularly appropriate 
discrimination of combatants from non-combatants and proportionality (Coates, 2016). 

3.3.4. Test & Evaluation 

Participants considered the requirements of operational test and evaluation of AI before 
being brought into service (including Article 36 review/s for weapons under Additional 
Protocol 1 of the Geneva Conventions) (International Committee of the Red Cross, 
1977).11 An identified risk of AI is undesirable consequences from unintended 
combinations of legitimate rules and/or patterns. Traditional test and evaluation (T&E) 
defines the desired system response for all anticipated operating conditions, but the 
condition-response matrix for AI is intractably large, preventing engineers from fully 
enumerating system requirements (Scheidt, Hibbitts, Chen, Bekker, & Paxton, 2017). 

Recent developments in AI such as DeepMind’s AlphaGo, AlphaZero and MuZero are 
not programmed with explicit responses to situations encountered by the machine, but 
instead can solve a problem and produce a decision within a domain that was not 
explicitly encoded in the software. MuZero is particularly impressive as it is not even 
coded with the rules of the games it was able to learn to play (Schrittwieser et al., 2019). 
This gives AI the potential for high performance in challenging and complex domains, 

                                                
11 See the Australian Article 36 Review Process 
https://unog.ch/80256EDD006B8954/(httpAssets)/46CA9DABE945FDF9C12582FE00380420/
$file/2018_GGE+LAWS_August_Working+paper_Australia.pdf and the Protocol Additional to the Geneva 
Conventions of 12 August 1949, and relating to the Protection of Victims of International Armed Conflicts 
(Protocol I), 8 June 1977 https://ihl-databases.icrc.org/applic/ihl/ihl.nsf/INTRO/470 

https://unog.ch/80256EDD006B8954/(httpAssets)/46CA9DABE945FDF9C12582FE00380420/$file/2018_GGE+LAWS_August_Working+paper_Australia.pdf
https://unog.ch/80256EDD006B8954/(httpAssets)/46CA9DABE945FDF9C12582FE00380420/$file/2018_GGE+LAWS_August_Working+paper_Australia.pdf
https://ihl-databases.icrc.org/applic/ihl/ihl.nsf/INTRO/470
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without prior knowledge of underlying dynamics. Such AI will be challenging to test and 
evaluate under existing Article 36 for weapons under Additional Protocol 1 of the Geneva 
Conventions (1977). 

Many AI applications rely on deep learning algorithms, especially for sensor-input 
recognition. Deep learning systems, however, are still prone to error even under ideal 
conditions. This shortcomings can be targeted by adversarial AI technologies—imagery 
or interference—which is targeted not at the operator, but at the AI classification 
algorithms at the heart of many future systems (Tramèr et al., 2018).  

Participants pointed out the value of testing and evaluating AI under significant 
adversarial scenarios. Potentially AI T&E should be more rigorous as the second and 
third order effects are more likely to be unknown with new technology. Regardless, 
participants suggested iterative testing throughout AI design and application (Burton et 
al., 2020).  

3.3.5. Misuse and Risks 

Participants pointed out that potential misuses and risks for AI may be categorically 
different and/or more extensive depending on the anticipated level of autonomy and 
planned contexts of use (IEEE Global Initiative on Ethics of Autonomous and Intelligent 
Systems, 2019). For example, highly autonomous systems must be sufficiently resilient 
and adaptive to threats to operate in their intended context of use. As AI capabilities 
become more powerful and widespread there will be an expansion of existing threats due 
to lower costs, an expansion of actors who can carry out attacks, an increase in the rate 
of those attacks and an increased set of potential targets. New threats may arise from the 
additional capabilities afforded by AI; and malicious actors will be able to exploit new AI 
system vulnerabilities. Attacks enabled by the growing use of AI are likely to be finely 
targeted and difficult to attribute (Brundage et al., 2018).  

Cyber capabilities that change system behaviour, either deliberately or as a by-product of 
malware, will be a significant threat to trust in autonomy (Dowse, 2018). Cyber mitigation 
will be key to maintaining the trust and integrity of autonomous systems. Systems must 
be resilient or able to defend themselves from attack, including protecting their 
communications feeds12. The ability to take control of systems has been demonstrated in 
commercial vehicles, including ones that still require drivers but have an ‘internet of 
things’ connection. In a worst-case scenario, systems could be re-tasked to operate on 
behalf of opposing forces, e.g. a US CIA RQ170 surveillance drone was captured by Iran 

                                                
12 In 2009 a Predator's unencrypted video feed was reportedly intercepted (although not hacked or 
controlled) by insurgents using a $26USD piece of commercial off-the-shelf (COTS) software. 
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after they took control and landed it. This provided an opportunity for technical 
exploitation (CNN Wire Staff, 2011).  

Participants felt that AI should be developed cognisant of the risks of cyber interference 
and incorporate processes and systems to maintain cyber hygiene (Australian 
Cybersecurity Centre, 2018).The availability of ‘dirty data’ to train AI (see the MIT project 
'Norman' that demonstrates how data can produce a psychopathic AI [Yanardag, 
Cebrian, & Rahwan, 2018]) presents a method to produce unintended behaviours. 
Participants suggested methods to identify when data provided has negatively influenced 
the behaviour and countermeasures to mitigate the risk and/or correct the behaviour. 

A RAND Corporation Report (Winkelman et al., 2019) points to the liabilities and 
responsibilities when autonomous vehicles are hacked. Uninhabited aerial vehicles have 
many vulnerabilities with complex ICT architecture and multiple attack surfaces (A. Kim, 
Wampler, Goppert, Hwang, & Aldridge, 2012). 

It should be asked whether AI creators could defend against all potential risks and 
misuses, as there are unknown unknowns that cannot be foreseen by even the most 
scrupulous organisations. A methodology for predicting unknown unknowns can reduce 
the risks of developing AI (Kim, 2012). In order to develop malicious AI, developers need 
access to the models, weightings, data and so forth that enable them to access and 
modify AI for nefarious reasons. For this reason, serious consideration must be given to 
when withholding publication of or limiting the release of AI documentation and code is 
justified. AI researchers and developers should consider a wider range of factors in 
weighing obligations for responsible publication including potential accidents, misuses, 
harms (and means of limiting harms) (Crootof, 2019). 

Many data science tools make it difficult or impossible to assess the true accuracy of a 
model. It is not sufficient to validate models you need to validate the data preparation for 
model performance and model building including parameter optimisation and feature/s 
engineering (Rapidminer, 2018)  

The Australian ethical AI principles recommend that decisions made by AI systems 
should be contestable. In a civilian domain, this means that when an AI system 
significantly impacts a person, community, group or environment, there should be a 
timely process to allow people to challenge the use or output of the AI system 
(Contestibility; Department of Industry Innovation and Science, 2019). Workshop 
participants felt that Defence should consider how the use of AI systems could or should 
be contested within military decision-making and communicate any divergences between 
civilian and military ethical AI decision-making to the Australian public. 
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3.3.6. Authority Pathway 

Participants considered the role of AI to assist tactical decision makers making ethical 
decisions. For example, AI could be used to help decision makers before and at the 
trigger point to make more ethical and correct judgements. AI paired with interactive 
interfaces can be built to build ethical awareness, habits, reasoning and actions (Staines, 
Formosa, & Ryan, 2019). AI is assisting medical decision makers in this regard 
(Shortliffe, 1987). An AI might be able to take all available information into account and 
process it efficiently to assist a human-on-the-loop or in-the-loop to determine whether 
objects are combatants or non-combatants potentially reducing the risk of civilian death.  

Consider the Vincennes incident where a civilian Airbus A300 was mistaken for a F-14 
Tomcat (Linnan, 1991). In this case, multiple conflicting sources of information and 
human biases lead to the loss of the civilian craft13. The use of AI, programmed to 
prioritise abidance with international law, that integrates multiple sources of data, and 
that is trusted by tactical decision makers might have prevented such a tragedy. 
Ethically-driven software might have helped the Commanding Officer receive 
disconfirming evidence and change their actions. Or a tool might combine multiple lines 
of evidence and present scenarios for the commander rating the likelihood that the A300 
was a civilian aircraft rather than an F-14 fighter. However, the decision-support tool 
would also need to align with operational requirements. There may not be time to 
evaluate multiple scenarios. A clear presentation within the decision-making temporal 
envelop would ensure that the commander could see alternate hypotheses to the 
coordinated attack scenario and make a more informed decision as to the best course of 
action.  

AI programmed with ethical and legal considerations could be incorporated into manned-
unmanned teams (MUM-T) configurations such as US AFRL Loyal Wingman program. 
The idea being that a manned platform pairs with an unmanned off-board aircraft 
operating as a wingman or scout (Fawkes & Menzel, 2018).  

                                                
13 In this case the computer readouts confirm the civilian flight via IFF Mode Three civilian transponder signal, 
but multiple personnel recalled identification of Flight 655 as an F-14; some even remembered observing IFF 
Mode Two Military signals. Crew on the Vincennes also reported the aircraft as descending (as though a 
fighter) rather than ascending (as confirmed by U.S.S. Sides). The A300 departed the airport 20 min late 
which confused the crew of the Vincennes and the A300 did not respond to the multiple requests for 
information from the Vincennes to identify itself as commercial rather than having military intent. One reason 
why the disconfirming evidence from computer readouts and U.S.S Sides may not have changed the attack 
behaviour is that the Vincennes Commanding officer believed the Iranians were conducting a coordinated 
attack similar to that displayed during Operation Praying Mantis. The Vincennes was certainly under surface 
attack from speedboats during the incident, so the Commanding Officer’s hypothesis was plausible in the 
situation. 



OFFICIAL 
DSTG-TR-3786 

OFFICIAL 
27 

3.3.7. Data Subjects 

Workshop participants expressed a concern that the data of Defence personnel working 
in rear echelon functions might be affected by AI in HR areas such as posting and 
promotion, disciplinary and performance management, recruitment and retention—see 
Appendix E. Contexts of AI in Defence. Workshop participants were cognisant of the 
potentially different circumstances Defence personnel faced versus civilians with regards 
to data privacy. On the one hand, in the civilian domain, the Australian ethical AI 
principles state, ‘Throughout their lifecycle, AI systems should respect and uphold privacy 
rights and data protection’ (Department of Industry Innovation and Science, 2019). 
Participants noted there are some Defence uses of AI where national defence requires 
information to be secure and not available to data subjects. Still, Defence personnel and 
their data are to be treated ethically and participants felt that further consideration of the 
impact of AI systems on personnel was important.  

Participants noted that the use of ‘big data’ and statistical research tools could cause 
harm to personnel through the use of AI. As larger pools of data are pulled into personnel 
research tasks there is a heightened risk that individuals could be harmed. AI programs 
that have access to both anonymous surveys and system level demographic data could 
attribute negative comments to an individual by using mosaic theory techniques 
Participants wondered whether this risk to the individual is acceptable when compared to 
the business intelligence gained by the organisation. Mosaic theory is based on research 
within financial or surveillance contexts but would be used to attribute all data provided 
by an individual (Davidowitz, 2014; Kerr, 2012; Kugler & Strahilevitz, 2016). 

3.4. Law 

How can AI be used lawfully?  

The ADF has a strong record of compliance with applicable legal frameworks, so AI 
developers should be cognisant of the legal obligations within their anticipated use of the 
technology. Law within a Defence context has specific ethical considerations that must 
be understood. International humanitarian law (IHL) (lex specialis) and international 
human rights law (lex generalis) were forged from ethical theories in just war theory jus 
ad bellum governing the resort to force, jus in bello regulating the conduct of parties 
engaged in lawful combat (Coates, 2016), jus post bellum regarding obligations after 
combat and jus ad vim concerning the use of force short of war (Galliott, 2019). The legal 
frameworks that accompany Defence activities are human-centred, which should mean 
that AI compliance with them will produce more ethical outcomes (Liivoja & McCormack, 
2016). Using AI to augment human decision-making could lead to better humanitarian 
outcomes.  
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There are many national laws that potentially apply to the military use of AI ranging from 
the Privacy Act and Copyright Act, the Public Service Act, Public Governance, 
Performance and Accountability Act and Archives Act through to the Crimes Act and 
Criminal Code Amendment and Cybercrime Act. In addition, there are many policies and 
directives that may apply, some of which have the force of law. In military contexts there 
will also typically be an extant set of rules called the ‘rules of engagement’, which among 
other things specify the conditions that must be met in order to fire upon a target. 

Legal compliance may be able to be ‘built into’ AI algorithms, but this relies on them 
being sufficiently unambiguous and well specified that they can be encoded as rules that 
a computer can interpret and meets stakeholder expectations. In practice, laws are not 
always that clear, even to humans. In addition they can have many complicated 
conditions and have many interconnections to other laws. Further work is needed to 
clarify how AI can best enable abidance with applicable laws.  

3.4.1. Protected Symbols and Surrender 

Workshop participants argued that Defence AI might be used to recognise protected 
symbols and signs of surrender. The thought was that such AI may reduce the number of 
operational accidents from human error which have significant negative political and 
humanitarian impact. Examples of human errors include mistaken attacks on medical 
facilities, such as the US attack on a Médecins Sans Frontières (MSF) hospital in 
Afghanistan in 2015 and in multiple attacks on hospitals in Yemen by the Saudi-led 
coalition (Lewis, 2019). Despite both reporting their location to military forces and 
displaying a red crescent sign, hospitals were attacked by military forces in the mistaken 
belief that they were military targets. Analysis of these inadvertent attacks reveals 
patterns of human errors both in deconfliction (since these structures were on the no 
strike list) and in identification (since attacks failed to identify either the nature of medical 
facilities or the red crescent symbol marking the structure) of medical facilities. AI 
technology may enable greater protections against human errors (Oakford, 2018).  

However, some parties to a conflict, in particular, non-state actors, have been known to 
misuse protected emblems (such as the red cross or red crescent) in order to gain a 
tactical advantage (such as the use of ambulances as vehicle borne improvised 
explosive devices in Iraq and Afghanistan). An example of a misuse of a protected 
symbol is falsifying protected symbols to enable them to be targeted by AI—an action 
that constitutes an act of perfidy. Similarly, falsely representing non-protected objects as 
protected objects to fool an AI would also constitute an act of perfidy. Human-AI systems 
that seek to improve abidance with IHL must be embedded in an information environment 
that anticipates deception, disinformation and misinformation with regards to protected 
objects.  
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Humans make many errors in conflicts, for example civilians being misidentified as 
hostile forces (Kolenda, Reid, Rogers, & Retzius, 2016). If all weapon systems 
recognised protected systems the incidence of even intentional incidents could be 
reduced. A minimally just AI, or ‘MinAI’ could be used today in all forms of existing 
conventional weapons to prevent unintended harm (Scholz & Galliott, 2018). MinAI deals 
with what is ethically impermissible and is contrasted with MaxAI, an ethical machine 
guided by both acceptable and non-acceptable actions e.g. MinAI includes the use of 
machine learning to detect a red cross and diverting an unintended strike, or to stopping 
a surface-to-air missile (SAM) from striking a passenger aircraft carrying innocent 
civilians (in the case of the loss of life of flight MH17), which no SAM should be permitted 
to do. 

3.4.2. De-escalation 

Participants felt that AI and autonomy might assist in the de-escalation of conflicts. For 
example, shooting down an unmanned drone has reduced ethical risk, given no harm or 
loss of life for human operators, providing a new calculus of actions in the achievement of 
military objectives. The shooting down of a drone may still provoke an escalation in a 
retaliatory use of force, but to a lesser extent than the shooting down of a crewed aircraft. 
The un-attributable nature of some cyber and EW systems brings new challenges to both 
force escalation and de-escalation. Participants felt that AI could be used to increase 
situational awareness for commanders to enable them to manage escalation and de-
escalation with better information, knowledge and understanding of the conflict with 
manned and unmanned systems.  

The consideration of AI and force escalation ties into a bigger question of proportionality 
and the use of unmanned systems. The dynamics of escalation and deterrence using 
these systems is evolving and needs to be better understood (Schaus & Johnson, 2018).  

An illustration of a recent de-escalation related to unmanned systems is President 
Trump’s decision to call off a strike on Iran in retaliation of shooting down a US drone on 
20 June 2019. Though the strike was a legal action, Trump claims he called off the strike 
because he was informed that 150 people would have likely been killed in the strike. On 
Twitter Trump said, ‘We were cocked & loaded to retaliate last night on 3 different sights 
when I asked, how many will die’ (Trump, 2019, as cited in Chappell, 2019). Ten minutes 
before the strike was to begin Trump decided that the strike was not ‘proportionate to 
shooting down an unmanned drone’ (Trump, 2019, as cited in Chappell, 2019). 
Regardless of whether this narrative of decision-making is in fact how the decision was 
made, the example provides a case where a leader explained their de-escalation 
decisions using an ethical calculus where shooting down an unmanned (though 
expensive) drone is not thought to warrant the projected loss of life. Also note that though 
the strike was aborted, a less than lethal use of force remained open. 
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3.5. Traceability 

How are the actions of AI recorded? 

There are legislative requirements for Defence to record its decision-making. However, 
the increasing use of AI within human-AI systems means the manner of records must be 
considered. Records can represent the systems involved, the causal chain of events, and 
the humans and AIs that were part of decisions.  

Participants felt that information needs to be accessible and explanatory; the training and 
expertise of humans must be open to scrutiny; and the background theories and 
assumptions, training, test and evaluation process of AIs must be retained. Information 
on AI systems should be available and understandable by auditors. That being said, just 
as some aspects of human decision-making can be inscrutable and some aspects of the 
decisions of AIs may remain opaque. It will be up to organisations that certify or acquire 
AI systems to determine the required levels of explanation.  

When decisions lead to expected outcomes or positive outcomes, the factors that lead to 
those decisions may not come under scrutiny. However, when low likelihood and/or 
negative outcomes occur, participants felt that organisations should be able to ‘rewind’ 
the decision process to understand what occurred and what lessons might be learned. 
Noting that decisions made under uncertainty will always have a chance of producing 
negative outcomes, even if the decision-making process is defensible and operators are 
acting appropriately. 

3.5.1. Explainability 

Participants supported the consideration of human oversight, understanding and 
explainability of AI—noting that these concepts are complex and variously interpretable. 
Participants discussed the lessons in explainability of AI from the autonomous 
Manoeuvring Characteristics Augmentation System (MCAS) on the Boeing 737 Max 
which caused hundreds of civilian deaths. How MCAS was allowed to be deployed on the 
aircraft is a story of many human errors—where operators and testing authorities were 
not sufficiently informed with regards to the autonomous systems on board the 737 Max 
aircraft (Campbell, 2019).  

In order to examine what it means for AI to be ‘understood’, DARPA has invested in 
Explainable AI (XAI) (Turek, 2019) to produce more explainable models while not 
reducing prediction accuracy. These will enable human users to understand, 
appropriately trust, and effectively manage human-AI systems. The path is not easy, as 
some explanations can decrease scepticism and increase automation bias (Heaven, 
2020). There is no one shared definition of what constitutes a sufficient explanation for 
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AI. However, models of explainability from the social sciences may assist endeavours to 
produce truly explainable AI (Miller, 2019). 

3.5.2. Accountability 

Australian domestic legislation imposes an obligation on Commonwealth Departments to 
record and retain records relating to certain decisions. It is likely that decisions by AI will 
be captured by this, or similar, legislative requirements, see the Archives Act (Australian 
Government, 2016). Participants felt that human-AI logistics systems should be able to 
output explanations of the decisions being made in accordance with legislative 
obligations. Appropriate transparency in decision making improves the ability to educate 
the system, provide feedback on outcomes and build trust between the AI system and 
human operators.  

Participants felt that evidence of the operation of AI systems ought to be intelligible, 
technically transparent to experts (see Section 3.2.3. Transparency) and explainable to 
stakeholders (e.g. citizens and consumers) so that they can meaningfully consent or 
challenge their use and operations (Blacklaws, 2018). For example, Article 22 of the 
General Data Protection Regulation (GDPR) provides some safeguards for data subjects 
against automated decision-making that might have legal or other significant 
consequences on the individual (European Parliament and of the Council, 2016).14 
Individual consent is more than merely legal or technical check boxing, it requires a 
human-centred, ongoing social contract (see the section titled 'Consent in a digital age' 
[The British Academy & The Royal Society, 2017, pp. 36-37]).  

Participants suggested that Human-AI systems ought to be able to provide evidence of 
how a decision was made. But identifying exactly who has to provide evidence (e.g. the 
AI, the developer, the users of the AI, etc.) must still be investigated. Potential reviews of 
decisions must be supported by evidence of the AI decision process and testing to 
support the decision making by the AI enabled system. AI must demonstrate an 
evidence-based rather than an ad hoc decision process (Wilkinson, 2019).  

The basis of any particular AI decision in Defence should be retained according to 
legislative requirements. No matter how an AI is deployed in Defence, its data, training, 
theoretical underpinning, decision-making models and actions should be recorded and 
auditable by the appropriate levels of government and, where appropriate, made 
available to the public. 

                                                
14 For more information, see ‘What is GDPR, the EU’s new data protection law?’ available at: 
https://gdpr.eu/what-is-gdpr/ 

https://gdpr.eu/what-is-gdpr/
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4. METHOD FOR DEVELOPING AI ETHICALLY IN 
DEFENCE 

There are many benefits to increasing AI and autonomous systems capabilities in 
Defence, including removing humans from high-threat environments, reducing 
sustainment costs, achieving greater mass on the battlefield, exploiting asymmetric 
advantage, accelerating capability development timelines and capitalising on advances 
made in the civil sector15.  

There was consistent agreement during and after the workshop that an effective and 
practical methodology would best support Defence and industry in developing AI 
systems. A method for ethical AI means assessing ethical compliance from design to 
deployment, requiring repeated testing, prototyping, and reviewing for technological and 
ethical limitations. Developers already must produce risk documentation for technical 
issues. Similar documentation for ethical risks ensures developers identify, acknowledge 
and attempt to mitigate ethical risks early in the design process and throughout T&E 
(Daniels & Williams, 2020; Vallor, 2018).  

AI projects involving machine ethics should specify what ethical framework/s they are 
basing their de-risking strategies upon, e.g. consequentialism, Kantian, virtue ethics, 
ethics of care and so forth (for more on machine ethics see Cave, Nyrup, Vold, & Weller, 
2019; Leben, 2019; Tavani, 2015). This workshop did not focus on machine ethics and 
the topic was noted by participants would be of value in subsequent research and 
engagement. 

Three tools have been developed by the workshop organisers to assist Defence and 
industry in developing AI systems for Defence. The three tools (currently under internal 
review) are: 

1. An AI Checklist for the development of ethical AI systems 

2. An Ethical AI Risk Matrix to describe identified risks and proposed treatment—
see Appendix B. 

3. For larger programs, a data item descriptor (DID) for contractors to develop a 
formal Legal and Ethical Assurance Program Plan (LEAPP) to be included in 
project documentation for all programs where an ethical risk assessment is 
above a certain threshold—see Appendix G. Data Item Description DID-ENG-
SW-LEAPP. 

                                                
15 See Marcus Hellyer’s (2019) report, Accelerating autonomy: Autonomous systems and the Tiger helicopter 
replacement   
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4.1. Ethical AI for Defence Checklist 

The main components of the checklist are:  

A. Describe the military context in which the AI will be employed16 

B. Explain the types of decisions supported by the AI17. 

C. Explain how the AI integrates with human operators to ensure effectiveness and 
ethical decision making in the anticipated context of use and countermeasures to 
protect against potential misuse18 

D. Explain framework/s to be used19 

E. Employ subject matter experts to guide AI development20 

F. Employ appropriate verification and validation techniques to reduce risk.21 

4.2. Ethical AI Risk Matrix 

Create an Ethical AI Risk Matrix (see Appendix B. Ethical AI Risk Matrix), with detail for 
each project activity: 

• Define the activity you are undertaking 

• Indicate the ethical facet and topic the activity is intended to address. 

• Estimate the risk to the project objectives if issue is not addressed?  

• Define specific actions you will undertake to support the activity 

• Provide a timeline for the activity 

• Define action and activity outcomes 

• Identify the responsible party(ies) 

• Provide the status of the activity. 

                                                
16 See Appendix E. Contexts of AI in Defence. 
17 See Appendix F. A Taxonomy of Decision Problems, The Defence Act (1903), and ‘Critical Decision 
Analysis’ in Cognitive Task Analysis Methods (Stanton, Salmon, & Rafferty, 2013). 
18 See topics particularly under the Governance and Trusted sections 
19 For examples see Appendix A. 
20 For example, use consultants, contractors or hire employees with relevant expertise in military ethics, 
decision science, law, human factors, and data science to assist with AI project conceptualisation and 
planning 
21 Seek out best practice in autonomy and intelligent system test and evaluation methods to accelerate 
certification and assurance for acquisition, adoption and social license. 
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4.3. Legal and Ethical Assurance Program Plan (LEAPP) 

For AI programs where an ethical risk assessment is above a certain threshold, a more 
comprehensive legal and ethical program plan should be provided. The Legal and Ethical 
Assurance Program Plan (LEAPP) describes a contractor's plan for assuring that 
software acquired under the contract meets the Commonwealth’s legal and ethical 
assurance (LEA) requirements. 

The draft Data Item Description (DID) at Appendix G. Data Item Description DID-ENG-
SW-LEAPP provides guidance to contractors developing legal and ethical assurance 
programs for complex Defence AI systems. The LEAPP provides Defence with visibility 
into the contractor's legal and ethical planning, supports progress and risk assessment 
and provides input into Defence’s internal planning, including weapons reviews under 
Article 36 of Additional Protocol 1. The DID will be distributed for review and comment by 
Defence and industry stakeholders before it is considered for Defence contracts. 

4.4. Summary 

There are many benefits to increasing AI and autonomous systems capabilities in 
Defence, including removing humans from high-threat environments, reducing capability 
costs and achieving asymmetric advantage. However, significant work needs to be 
undertaken to ensure that introduction of the technology does not result in adverse 
outcomes. To explore how to achieve ethical AI in Defence, a workshop was held in 
Canberra from 30 July to 1 August 2019. A total of 104 people from 45 organisations 
attended, including representatives from government, civil society, universities and 
defence industry. The workshop resulted in the identification of five facets of ethical AI in 
Defence, 20 evidence-based topics to be explored when considering AI and a method 
for ensuring ethical AI in Defence. This report conveys pragmatic methods to ethically 
de-risk Defence AI projects, but methods are also pertinent to de-risking the ethics of 
autonomous systems, semi-autonomous, manned-unmanned teaming and human-
autonomy teaming. This report focuses on the outcomes of the workshop for  
further consideration and does not represent the views of the Australian Government. 
Tools suggested to ethically de-risk projects include: Ethical AI Checklist, Ethical AI Risk 
Matrix and LEAPP) (for larger acquisitions). A Method for Ethical AI in Defence aims to 
practically ensure accountability for a) considering ethical risks, b) assigning person/s to 
each risk and c) making humans accountable for decisions on how ethics are de-risked. 
The outputs of the workshop are a small part of a substantial and ongoing investment in 
appropriate methodologies, frameworks and theories to guide the development, 
evaluation, deployment and adaptation of ethical AI and autonomous systems across 
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Defence and the Trusted Autonomous Systems Defence Cooperative Research Centre 
(TASDCRC). Outputs will support the development of Defence policy, doctrine, research 
and AI project management. The first of these outputs are this report, and the 
accompanying brochure and poster, which can all be downloaded from 
http://www.dst.defence.gov.au/ethicalAI. 
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APPENDIX A. COMPARISON OF ETHICAL AI FRAMEWORKS  

Facets of Ethical 
AI & Topics 
emerging from 
the workshop 

Australian Government’s AI Ethics 
Principles (Department of Industry 
Innovation and Science, 2019) 

IEEE’s Ethically 
Aligned Design 
Principles (IEEE Global 
Initiative on Ethics of 
Autonomous and 
Intelligent Systems, 
2019) 

US Defense Ethical AI 
Principles (Defense 
Innovation Board, 2019) 

Principled 
Artificial 
Intelligence: A 
Map of Ethical 
and Rights Based 
Approaches 
(Fjeld et al., 2019) 

The global 
landscape of AI 
ethics guidelines 
(Jobin et al., 
2019). 

RESPONSIBILITY: 
Who is 
responsible for 
AI? 

 
Education 

 
Command 

 
 

Human, social and environmental 
wellbeing: Throughout their lifecycle, AI 
systems should benefit individuals, 
society and the environment 

  
Human-centred values: Throughout 
their lifecycle, AI systems should 
respect human rights, diversity, and the 
autonomy of individuals 

 

Human rights: 
Autonomous and 
Intelligent Systems 
(A/IS) shall be created 
and operated to respect, 
promote, and protect 
internationally 
recognized human 
rights. 

 
Well-being: A/IS creators 
shall adopt increased 
human well-being as a 
primary success criterion 
for development. 

RESPONSIBLE: Human 
beings should exercise 
appropriate levels of 
judgment and remain 
responsible for the 
development, 
deployment, use, and 
outcomes of DoD AI 
systems 

Promotion of 
human values 

 
Professional 
responsibility 

Responsibility 
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GOVERNANCE: 
How is AI 
controlled? 

 
Effectiveness 

 
Integration 

 
Transparency 

 
Human Factors 

 
Scope 

 
Confidence 

 
Resilience 

 
Empowerment 

 

Transparency and explainability: There 
should be transparency and 
responsible disclosure to ensure people 
know when they are being significantly 
impacted by an AI system, and can find 
out when an AI system is engaging with 
them 

Effectiveness: A/IS 
creators and operators 
shall provide evidence of 
the effectiveness and 
fitness for purpose of 
A/IS 

 
Transparency: The basis 
of a particular A/IS 
decision should always 
be discoverable 

 
Competence: A/IS 
creators shall specify 
and operators shall 
adhere to the knowledge 
and skill required for 
safe and effective 
operation. 

GOVERNABLE: DoD AI 
systems should be 
designed and engineered 
to fulfil their intended 
function while possessing 
the ability to detect and 
avoid unintended harm or 
disruption, and for human 
or automated 
disengagement or 
deactivation of deployed 
systems that demonstrate 
unintended escalatory or 
other behaviour 

Human Control of 
Technology 

 
Transparency 

Transparency 

TRUST: How can 
AI be trusted? 

 
Sovereign 
Capability 

 
Safety 

 

Reliability and safety: Throughout their 
lifecycle, AI systems should reliably 
operate in accordance with their 
intended purpose 

  
Fairness: Throughout their lifecycle, AI 
systems should be inclusive and 
accessible, and should not involve or 

Data Agency: A/IS 
creators shall empower 
individuals with the 
ability to access and 
securely share their 
data, to maintain 
people’s capacity to 

EQUITABLE: DoD should 
take deliberate steps to 
avoid unintended bias in 
the development and 
deployment of combat or 
non-combat AI systems 
that would inadvertently 
cause harm to persons. 

Fairness and non-
discrimination 

 
Safety and 
Security 

 
Privacy 

Justice and 
fairness 

 
Non-maleficence 

 
Privacy 
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Supply Chain 
 

Test & Evaluation 
 
Misuse and risks 

 
Authority 
pathway 

 
Data subjects 

result in unfair discrimination against 
individuals, communities or groups 

  
Privacy protection and security: 
Throughout their lifecycle, AI systems 
should respect and uphold privacy 
rights and data protection, and ensure 
the security of data 

 
Contestability: When an AI system 
significantly impacts a person, 
community, group or environment, 
there should be a timely process to 
allow people to challenge the use or 
output of the AI system 

have control over their 
identity 

 
Awareness of Misuse: 
A/IS creators shall guard 
against all potential 
misuses and risks of 
A/IS in operation. 

 

 
RELIABLE: DoD AI 
systems should have an 
explicit, well-defined 
domain of use, and the 
safety, security, and 
robustness of such 
systems should be tested 
and assured across their 
entire life cycle within that 
domain of use 

LAW: How can AI 
be used lawfully? 
 
Protected 
Symbols and 
Surrender 
 
De-escalation 

No equivalent  No equivalent No equivalent No equivalent 

 
TRACEABLILITY:  
How are the 
actions of AI 
recorded? 

 

 
Accountability: Those responsible for 
the different phases of the AI system 
lifecycle should be identifiable and 
accountable for the outcomes of the AI 

 
Accountability: A/IS shall 
be created and operated 
to provide an 
unambiguous rationale 
for all decisions made. 

 
TRACEABLE:  DoD’s AI 
engineering discipline 
should be sufficiently 
advanced such that 
technical experts possess 

 
Accountability 

 
Explainability 
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Explainability 
 

Accountability 

systems, and human oversight of AI 
systems should be enabled 

 
 
 
 

an appropriate 
understanding of the 
technology, development 
processes, and 
operational methods of its 
AI systems, including 
transparent and auditable 
methodologies, data 
sources, and design 
procedure and 
documentation 
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APPENDIX B. ETHICAL AI RISK MATRIX 

Table 4 Ethical AI risk matrix with advice on how to complete each section 

Activities 
Ethical Issue to 
be addressed Risks Actions Timeline Outcome Assignee Status 

Define the 
activity you 
are 
undertaking 
 

Indicate the 
ethical issue the 
activity is 
intended to 
address 

Estimate 
the risk to 
the project 
objectives 
if issue is 
not 
addressed 

Define specific actions you 
will undertake to support 
the activity 

Provide a 
timeline the 
activity 

Define action and 
activity outcomes 

Identify the 
responsible 
party/ies 

Provide a 
status 
update 

 

Table 5 An example of a completed Ethical AI Risk Matrix 

Activities 
Ethical Issue to 
be addressed Risks Actions Timeline Outcome Assignee Status 

AI project 
activity 
 

Identify and 
mitigate against 
unjust biases in 
the AI algorithm. 

 High 
 

Evaluate bias and conduct 
de-biasing22   
 

 Q1 + Q2 
 

Reduction of risk 
to AI project, e.g. 
increase 
stakeholder buy-
in  

 Stakeholder 
#1 
 

50% 
complete 
 

                                                
22 e.g. https://github.com/EthicalML/explainability-and-bias 

https://github.com/EthicalML/explainability-and-bias
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APPENDIX C. SPEAKERS AND FACILITATORS AT 
ETHICAL AI FOR DEFENCE WORKSHOP 

GPCAPT Jerome Reid, Director, Plan Jericho, Royal Australian Air Force  

Mr Bob Bolia, Research Leader Aerospace Effectiveness, Aerospace Division, Defence 
Science & Technology Group (DST) 

Prof Jason Scholz, CEO Trusted Autonomous Systems Defence Cooperative Research 
Centre (TASDCRC) 

Dr Larry Lewis, Vice President and Director of the Center for Autonomy and Artificial 
Intelligence, Centre for Naval Analyses, USA 

WGCDR Julian Tattersall, Australian Defence Force. 

CHAP Nikki Coleman, Royal Australian Air Force 

Dr Susan Cockshell, Group Leader Human and Autonomous Decision Superiority, 
Defence Science & Technology Group 

Dr Fiona Kerr, Founder & Director, Neurotech Institute 

Dr Jai Galliott Research Leader Values in Defence & Security Technology Group, 
Australian Defence Force Academy, University of New South Wales, Co-lead Ethics and 
Law of Trusted Autonomous Systems Activity, TASDCRC) 

A/Prof Saba Bazargan, Department of Philosophy, University of California, San Diego, 
USA 

Dr Derek Leben, Ethics of autonomous systems, University of Pittsburgh, USA 

A/Prof Seth Lazar, Project Lead Humanising Machine Intelligence, ANU 

Ms Ellen Broad, Data ethics, Data61 

Professor Jacob Hohwy, Principle Investigator Cognition & Philosophy Lab, Monash 
University 

Dr Tim van Gelder Research Lead The Swarm Project, University of Melbourne 

Dr Shane Dunn, Scientific Advisor, Joint Division, Defence Science & Technology Group 

WGCDR Julian Tattersall, Royal Australian Air Force 

https://www.linkedin.com/in/jerome-reid-177a093/?originalSubdomain=au
https://www.linkedin.com/in/robert-bolia-777222180/
https://www.linkedin.com/in/jason-scholz-3139a878/
https://www.cna.org/experts/Lewis_L
https://www.linkedin.com/in/colemannikki/
https://www.dst.defence.gov.au/search/node/susan%20cockshell
https://www.theneurotechinstitute.com/the-team
https://www.unsw.adfa.edu.au/our-people/dr-jai-galliott
https://philosophy.ucsd.edu/people/faculty-sites/sbazargan.html
https://www.derekleben.com/
https://hmi.anu.edu.au/
http://ellenbroad.com/about/
https://cog-phil-lab.org/people/
https://www.swarmproject.info/our-team
https://www.researchgate.net/scientific-contributions/2017889581_Shane_Dunn
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Dr Tristan Perez, Research Lead Assurance of Autonomy, Trusted Autonomous Systems 
Defence Cooperative Research Centre 

Mr Rick Shaw, Partner of Consulting and part of the Actuaries practice, DeLoitte 

A/Prof Rain Liivoja, Law, University of Queensland, Co-lead Ethics and Law of Trusted 
Autonomous Systems Activity, TASDCRC 

https://au.linkedin.com/in/tristan-perez-b463584
https://www2.deloitte.com/au/en/profiles/rick-shaw.html
https://law.uq.edu.au/profile/8310/rain-liivoja
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APPENDIX D. ORGANISATIONS IN ATTENDANCE AT 
THE WORKSHOP 

• Australian Army • Department of Foreign Affairs & Trade 
• Attorney General's Department • Defence Science and Technology Group 
• Australian Defence Force Academy • FAL Lawyers 
• Australian Defence Magazine • International Committee of the Red Cross 
• Australian Maritime Safety Authority • Joint Capabilities Joint Information Warfare 

Information Warfare Joint Intelligence 
• Australian National University • The Mandarin  
• Australian Strategic Policy Institute • Monash University 
• BAE Systems • Neurotech Institute 
• Boeing Phantom Works • Royal Australian Air Force 
• Centre for Defence Leadership & 

Ethics 
• Royal Australian Navy 

• CNA Analysis & Solutions • Royal Melbourne Institute for Technology 
• Cyborg Dynamics Engineering • Skyborne Technologies 
• Dalhousie University • Thales 
• Data61/CSIRO • The Cranlana Centre for Ethical Leadership 
• Deakin University • Trusted Autonomous Systems Defence 

Cooperative Research Centre 
• Defence AI Centre • University of California San Diego 
• Defence Force Recruiting • University of Melbourne 
• Defence Legal • University of New South Wales 
• Defence People Group • University of Pennsylvania 
• Defence Science & Technology Group • University of Pittsburgh 
• Defence Signal & Cyber Command • University of Queensland 
• DefendTex • University of Technology Sydney 
• Deloitte  
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APPENDIX E. CONTEXTS OF AI IN DEFENCE 

The vast number of potential military AI applications made it necessary to develop an 
effective taxonomy for the Ethical AI for Defence workshop. The taxonomy was required 
to ensure the workshop addressed the widest range of applications of AI in Defence from 
warfighting to business applications, and to avoid exclusively focusing on narrow 
applications such as autonomous weapons systems. It was also designed to identify if 
different applications of AI in Defence should warrant different treatment in relation to 
ethical issues. 

To ensure relevance, the ADF warfighting functions were selected as the starting point 
for the taxonomy. These were referred to as the Contexts for AI in Defence. The contexts 
were designed to capture all the potential Defence applications of AI, and customised to 
take into consideration practical limitations such as the background and number of 
participants. Contexts should not necessarily be used as a universal taxonomy for AI in 
Defence. 

The ADF warfighting functions are defined as ‘capabilities and activities conducive to 
[military] success at the operational level’ (Defence, 2013, p. 3.1) where ‘each function is 
a set of related joint capabilities and activities grouped together to help joint commanders 
integrate, synchronise and direct campaigns and operations’ (Defence, 2019c, p. 1.2). 
The ADF currently recognises 6 warfighting functions: command, situational 
understanding, force generation and sustainment, force projection, force protection and 
force application.  

For the purpose of the workshop, force application, force protection and situational 
understanding were retained, and force generation and sustainment was subdivided into 
force sustainment and three enterprise-level contexts: personnel, enterprise logistics and 
business process improvement. This was done to emphasise the role of AI in the non-
warfighting functions in the ADF. With the addition of an ‘Other’ category this resulted in 8 
contexts for AI in Defence. 

After some discussion, the decision was made to incorporate force projection in the 
workshop force sustainment context, and to not include the command warfighting 
function. Not incorporating the command function was somewhat controversial, as there 
is significant evidence that it will be the function most impacted by AI. However, given the 
command function has significant overlaps with all the other functions, it was excluded to 
avoid duplication and confusion, particularly with non-military participants.23 General 

                                                
23 The warfighting functions within ADF doctrine are currently under review. It is anticipated that they will be 
renamed the ‘joint functions’ and the 6 existing functions will remain unchanged with the possible addition of 
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feedback on the taxonomy during the workshop was positive. Participants with military 
expertise were invited to share their in-depth knowledge of each domain with 
participants. The resulting 8 contexts were subsequently divided into combat/warfighting 
and enterprise level/rear echelon contexts, which were used in the active discussion 
sessions and the online platform. The Contexts of AI in Defence are listed below: 

E.1. Combat/Warfighting  

 
Tag Force Application (FA) 

Description The conduct of military missions to achieve decisive effects through kinetic and non-
kinetic offensive means. 

AI examples Autonomous weapons (AWs) and autonomous/semi-autonomous combat vehicles 
and subsystems 

AI used to support strategic, operational and tactical planning, including optimisation 
and deployment of major systems 

AI used in modelling and simulation used for planning and mission rehearsal 

AI used in support of the targeting cycle including for collateral damage estimation 

AI used for Information Warfare such as a Generative Adversarial Network (GAN-) 
generated announcement or strategic communication 

AI used to identify potential vulnerabilities in an adversary force to attack 

AI used for discrimination of combatants and non-combatants 

 
 
  

                                                
an additional function capturing capabilities and activities in the information domain. The current approved 
(2012) warfighting functions were be used for the purpose of the Ethical AI for Defence Workshop. 
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Tag Force Protection (FP) 

Description All measures to counter threats and hazards to, and to minimise vulnerabilities of, the 
joint force in order to preserve freedom of action and operational effectiveness  

AI examples Autonomous defensive systems (i.e. Close in Weapons Systems) 

AI used for Cyber Network Defence 

AI used to develop and employ camouflage and defensive deception systems and 
techniques 

Autonomous decoys and physical, electro-optic or radio frequency countermeasures 

AI to identify potential vulnerabilities in a friendly force that requires protection 

AI used to simulate potential threats for modelling and simulation or rehearsal 
activities 

Autonomous Medical Evacuation/Joint Personnel Recovery systems 

 
 
Tag Force Sustainment (FS) 

Description Activities conducted to sustain fielded forces, and to establish and maintain 
expeditionary bases. Force sustainment includes the provision of personnel, logistic 
and any other form of support required to maintain and prolong operations until 
accomplishment of the mission. 

AI examples Autonomous combat logistics and resupply vehicles 

Automated combat inventory management 

Predictive algorithms for the expenditure of resources such as fuel, spares and 
munitions 

Medical AI systems used in combat environments and expeditionary bases 

Predictive algorithms for casualty rates for personnel and equipment 

Algorithms to optimise supply chains and the recovery, repair and maintenance of 
equipment 

Algorithms to support the provision of information on climate, environment and 
topography 

AI used for battle damage repair and front-line maintenance 
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Tag Situational Understanding (SU) 

Description The accurate interpretation of a situation and the likely actions of groups and 
individuals within it. Situational Understanding enables timely and accurate decision 
making. 

AI examples AI that enables or supports Intelligence, Surveillance and Reconnaissance (ISR) 
activities including:  

object recognition and categorisation of still and full motion video 

removal of unwanted sensor data 

identification of enemy deception activities 

anomaly detection and alerts 

monitoring of social media and other open-source media channels 

optimisation of collection assets  

AI that fuses data and disseminates intelligence to strategic, operational and tactical 
decision makers 

Decision support tools 

Battle Management Systems 

AI that supports Command and Control functions 

Algorithms used to predict likely actions of groups and individuals 

AI used to assess individual and collective behaviour and attitudes 

E.2. Enterprise-level and Rear Echelon Functions 

Tag Personnel (PR) 

Description All activities that support the Raising, Training and Sustaining (RTS) of personnel. 

AI examples AI used for Human Resource Management including: 

record keeping 

posting and promotion 

disciplinary and performance management 

recruitment and retention 

modelling of future personnel requirements 

prediction of HR supply and demand events and anomalies 

AI used in individual and collective training and education including modelling and 
simulation 

AI used for testing and certification of personnel 

AI used to model the capability and preparedness of permanent and reserve 
personnel 
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Tag Enterprise Logistics (EL) 

Description Activities that support rear-echelon enterprise-level logistics functions including 
support of permanent military facilities 

AI examples Autonomous rear-echelon supply vehicles and warehouses 

AI used for optimisation of rear-echelon supply chains and inventory management 

AI used in depot-level and intermediate maintenance, including: 

Digital twinning 

Predictive maintenance 

Global supply chain analysis, prediction and optimisation 

Enterprise-level analysis and prediction for resource demand and supply (i.e. 
national/strategic fuel requirements) 

AI used in the day-to-day operation of permanent military facilities  

 
 
Tag Business Process Improvement (BP) 

Description Activities that support rear-echelon administrative business processes that are not 
related to personnel or logistics. 

AI examples AI used for Information Management and record-keeping 

Informational assistants such as policy chatbots 

AI that supports management of policy and procedures 

AI used to optimise business and administrative processes, including modelling and 
simulation tools 

AI used for enterprise business planning at the strategic, operational and tactical level 
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APPENDIX F. A TAXONOMY OF DECISION PROBLEMS 

Content contributed by Tristan Perez (reformatted for report), see also French, S., Maule, J., & 
Papamichail, N. (2009). Decision Behaviour, Analysis and Support. Cambridge: Cambridge 
University Press 

Decision-
maker/s Type of Decision Example/s 
Single 
decision-
maker 

Single-stage 

once-off decisions 

A decision as to whether continue with current mission 
objectives or consider alternatives given changes in the 
operational conditions. 

A decision about deploying a particular type of weapon 
towards a hostile asset 

Multi-stage  

sequential decisions in 
time 

Management of a supply chain to support a 
replenishment of supplies for a mission over number of 
days or months 

Motion control of a network of autonomous systems to 
deliver un-interruptible communications for C2 

Missile guidance towards a fixed target 

Multi-
decision 
maker 

Decisions under conflict 

Games 

Cooperative vs. non-
cooperative 

iterated vs. non-iterated 

Zero sum vs non-zero 
sum 

Two vs N players 

Once-off games, e.g. 

Two governments negotiating over a contested land or 
sea area 

Sequential games, e.g. 

Two aircraft/marine craft in a pursue and evade 
situation 

Multiple autonomous systems avoiding collisions while 
seeking to attain individual mission goals 

Managing a network of military assets during 
engagement 

Consensus decisions 
social choice 

A resolution of the UN Security Council 

A number of countries developing guidelines for the 
conduct of trials of autonomous systems at the 
International Maritime Organisation Meeting 

A group of manned assets and group of AS deciding 
how to engage with a hostile asset 

A jury deciding for guilt or innocence 

Prime minister and council decision to escalating war 
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APPENDIX G. DATA ITEM DESCRIPTION DID-ENG-SW-
LEAPP 

This is an example of a possible Legal and Ethical Assurance Program Plan (LEAPP), 
and is not an official Defence document nor has the content been approved for official 
use.  

DATA ITEM DESCRIPTION 

1. DID NUMBER: DID-ENG-SW-LEAPP  

2. TITLE: LEGAL AND ETHICAL ASSURANCE PROGRAM PLAN FOR ARTIFICIAL 
INTELLIGENCE SYSTEMS 

3. DESCRIPTION AND INTENDED USE 

3.1 The Legal and Ethical Assurance Program Plan (LEAPP) describes the Contractor's plan for assuring 
that Software acquired under the contract that is categorised as Artificial Intelligence (AI) meets the 
Commonwealth’s Legal and Ethical Assurance (LEA) requirements. 

3.2 For Contractors acquiring and/or supplying Software classified as AI under the Contract, the LEAPP is 
expected to describe the approach, plans and procedures to be applied to the management of the AI 
Software being acquired and/or supplied. This would typically include the monitoring and review of 
Subcontractors developing AI Software, the Configuration Management of acquired AI Software, and the 
integration and Verification of this AI Software with other elements being supplied under the Contract. 

3.3 The Commonwealth uses the LEAPP: 

a. to provide visibility into the Contractor's technical planning; 

b. for progress and risk assessment purposes; and 

c. to provide input into the Commonwealth's own planning. 

4. INTER-RELATIONSHIPS 

4.1 The LEAPP is subordinate to the following data items, where these data items are required under the 
Contract: 

a. Software Management Plan (SMP); 

b. Integrated Support Plan (ISP); 

c. Configuration Management Plan (CMP); and 

d. Verification and Validation Plan (V&VP). 

5. APPLICABLE DOCUMENTS 

5.1 The following documents form a part of this DID to the extent specified herein: 

XXXX Australian Defence Framework for Ethical AI 

  

6. PREPARATION INSTRUCTIONS 

6.1 Generic Format and Content 

6.1.1 The data item shall comply with the general format, content and preparation instructions contained in the 
CDRL clause entitled ‘General Requirements for Data Items’. 
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6.1.2 The data item shall include a traceability matrix that defines how each specific content requirement, as 
contained in this DID, is addressed by sections within the data item. 

6.2 Specific Content 

6.2.1 Description of AI Functionality 

6.2.1.1 The LEAPP shall describe the relevant context and environments that the AI software will be required to 
function in.  

6.2.1.2 The LEAPP shall describe the nature of decisions that the AI Software will be making or supporting.  

6.2.2 Integration with human operators 

6.2.2.1 The LEAPP shall describe how the AI software integrates with human operators to ensure effectiveness 
and legal and ethical decision-making in the anticipated contexts. 

6.2.3 Countermeasures against misuse 

6.2.3.1 The LEAPP shall describe the countermeasures within the AI software to prevent misuse. 

6.2.4 Ethical Frameworks and subject matter experts 

6.2.4.1 The LEAPP shall describe scientific and/or academic ethical frameworks used to develop the AI Software.  

6.2.4.2 The LEAPP shall identify the legal and ethical subject matter experts used by the Contractor to guide AI 
Software development.  

6.2.5 Verification and Validation of LEA aspects of AI 

6.2.5.1 The LEAPP shall describe LEA Verification and Validation (V&V) of AI software of as an integrated effort 
within the Contractor’s V&V program. 

6.2.5.2 The LEAPP shall identify design milestones at which LEA tests are to be performed to assess 
compatibility among human performance requirements, personnel aptitude and skill requirements, 
training requirements, and equipment design aspects of personnel equipment and Software interfaces. 

6.2.5.3 The LEAPP shall identify major V&V objectives and describe the V&V methods to be applied for the LEA 
program. 

6.2.6 Legal and Ethical Assurance in Subcontractor Efforts 

6.2.6.1 The LEAPP shall define how all work conducted by Subcontractors shall be scoped, managed and 
monitored to ensure the Contract objectives are met. 

6.2.6.2 The LEAPP shall define how the Subcontractor documentation relating to legal and ethical assurance will 
be controlled and integrated into the overall project documentation. 

6.2.7 Expectations of the Contractor 

6.2.7.1 The LEAPP shall identify the expectations of the Contractor with respect to the Commonwealth in order 
to ensure the AI LEA l objectives are met. 

6.2.8 Legal and Ethical Assurance in System Analysis 

6.2.8.1 The LEAPP shall describe the participation of LEA in system mission analysis, determination of system 
functional requirements and capabilities, allocation of system functional requirements to 
human/hardware/software, development of system functional flows, and performance of system 
effectiveness studies. 

6.2.8.2 The LEAPP shall describe the methods used by the Contractor to answer the following questions: 

a. Who is responsible for AI?  

b. How is AI controlled?; 

c. How can AI be trusted?; 

d. How can AI be used lawfully?; 

e. How are the actions of AI recorded?  
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6.2.9 Derivation of Personnel and Training Requirements 

6.2.9.1 The LEAPP shall describe the methods by which the Contractor shall ensure that operator and maintainer 
Personnel and Training requirements are based upon LEA requirements developed from system analysis 
data. 

6.2.10 Legal and Ethical Assurance Working Group 

6.2.10.1 Where the SOW requires the Contractor to establish a LEA Working Group (LEAWG), the LEAPP shall 
include a plan for the LEAWG, including: 

a. objectives and the terms of reference for the LEAWG; 

b. the membership and points of contact for the LEAWG; and 

c. arrangements for the conduct of LEAWG meetings. 
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APPENDIX H. DETAILED JUDGING CRITERIA 

At the conclusion of the workshop, a prize was 
awarded to the most scientific and collaborative 
user of the BetterBeliefs platform. This was 
measured by 1) the quality and quantity of their 
evidence and 2) by their rating of evidence 
suggested by others. A live digital leaderboard 
was available to participants at the workshop. 

To be eligible for the prize, users had to: add multiple pieces of evidence, get their 
evidence evaluated by other users and rate the quality of evidence suggested by others.  

Points were assigned out of a maximum of 100 pts. The user with the highest 
number of points won the prize. 

CRITERIA #1 Quality of Evidence (50 pts) The quality of evidence added by a user 
was measured by the way other users rated its quality. 30 points was assigned to the 
average quality of a user’s evidence (star rating averaged over all evidence added when 
ratings >1). E.g. 5 stars = 30 pts, 4.5 stars = 27 pts, 4 stars = 24 pts, 3.5 stars =  21 pts, 3 
stars = 18 pts, 2.5 stars = 15 pts, 2 stars = 12 pts, 9 pts = 1.5 stars, 1 star = 6 pts, 0.5 
star = 3 pts.  

20 pts was assigned to the number of unique users who rated the evidence. Points were 
assigned by ranking users from most ratings by others to least ratings by others, then 
apportioning points based on quartile rank: Q1 = 20 pts, Q2 = 15 pts, Q3 = 10 pts, Q4 = 
5 pts. 

CRITERIA #2 Quantity of evidence (30 pts) The total number of items of evidence 
added by a user. Points were assigned by ranking users from most items of evidence 
added to least items of evidence added, then apportioning points based on their quartile 
rank: Q1 = 30 pts, Q2 = 22.5 pts, Q3 = 15 pts, Q4 = 7.5 pts. 

CRITERIA #3 Rate other people’s evidence (20 pts) The total number of unique items 
of evidence rated by each user. Points were assigned by ranking users from most 
number of unique items of evidence rated to least number of unique items of evidence 
rated and then apportioning points based on their quartile rank: Q1 = 20 pts, Q2 = 15 pts, 
Q3 = 10 pts, Q4 = 5 pts. 
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APPENDIX I. DECLARATION OF PERCEIVED 
CONFLICT OF INTERESTS FOR DR. S. KATE DEVITT 

• Kate Devitt co-designed and led the build of the BetterBeliefs social platform (BB) while 
an academic researcher at Queensland University of Technology (QUT) 2017-2018 with 
other QUT staff: Ms Tamara Pearce, Distinguished Professor Kerrie Mengersen, Dr Alok 
Chowdhury, under a Commercial Research agreements with Expedia Inc., Queensland 
Fire & Emergency Services, The World Hospital Congress 2018 and investment by QUT 
Bluebox. 

• BB is an instantiation of theories from Kate’s PhD thesis in philosophy grounded in 
Bayesian & Virtue epistemology to improve collective evidence-based decision-making 
under uncertainty. However, the platform draws on transdisciplinary research from 
Philosophy, Business Innovation, Design, Bayesian Statistics, Cognitive Science and 
Information Technology from all four contributing researchers. 

• The BB IP is owned by QUT 

• As of Friday 28 June 2019 the company ‘BetterBeliefs Pty. Ltd.’ has a licensing 
agreement with QUT to use the BB IP. 

• Kate Devitt is CEO of BetterBeliefs Pty. Ltd. 

• Kate Devitt is a permanent employee of Defence Science and Technology Group (DSTG) 
Aerospace Division (AD) Human Factors Group as a ‘Social & Ethical Robotic 
Researcher’ and declared background IP to her supervisor Dr Helen Pongracic upon 
employment at DSTG 26 November 2018. She discussed and had approved the specific 
use of BetterBeliefs for this workshop with Dr Craig Rogers (then Director 
Commercialisation and Intellectual Property, Technology Partnerships Office, DSTG). 

• BB is being used as a trial tool 2 July – 31 August 2019 at no cost to DSTG, Jericho & 
TASDCRC as a trial business process for fast evidence-based ideation for physical and 
virtual workshop participants to capture workshop data. 

• Kate Devitt used the tool during the workshop to improve the effectiveness and efficiency 
of communication and documentation around Ethical AI for Defence as a DSTG staff 
member and not for commercial gain. 

• Kate Devitt declared her interest in the BB platform to participants in the workshop 
(email, in person, & over the phone) and made clear to them that she was using the tool 
as a business tool only, as a DSTG staff member and not for commercial gain. 

• Workshop participants who wished to discuss commercial aspects of the platform were 
directed to BetterBeliefs Chief Operating Officer and Business Development Manager Ms 
Tamara Pearce tamara@betterbeliefs.com.au. Kate Devitt commits to recusing herself 
from any commercial conversations regarding the BetterBeliefs platform during her duties 

mailto:tamara@betterbeliefs.com.au
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to DSTG. Any commercial activities undertaken by Kate Devitt with BetterBeliefs are 
managed by application for secondary employment as per DSTG policy guidelines. 

• Ms Tamara Pearce manages the agreement with Jericho for trial use of the platform 
including information security, and information management (including take-down of the 
platform post-workshop). 
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