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ABSTRACT 
The widely studied generic submarine hull form SUBOFF was used to benchmark the 
use of the Australian Maritime College’s (AMC) cavitation tunnel for hydrodynamic 
measurements on submarine models. The measurements acquired at the AMC 
cavitation tunnel are a subset of those taken at the David Taylor Research Centre 
(DTRC), allowing direct comparison. The measurements were performed on a 1.54 m 
model for Reynolds numbers between 8 and 18 million. The measurements included 
surface pressure, skin friction, boundary layer velocities and a wake survey on the bare 
hull at zero degrees incidence. The large scale of the model relative to the tunnel 
resulted in a blockage ratio of 8.1%. The results were corrected using correction factors 
determined from Computational Fluid Dynamics (CFD) simulations, and displayed a 
high level of agreement with the DTRC results. The positive comparison showed that 
the AMC facility could be used for models of this size when combined with CFD based 
blockage corrections. 
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Benchmarking the AMC Cavitation Tunnel for 
Hydrodynamic Measurements on Submarine Models 

with CFD Determined Blockage Corrections 
 

Executive Summary  
 
The generic submarine hull form SUBOFF was used to benchmark submarine model 
testing in the Australian Maritime College’s (AMC) cavitation tunnel. For this series of 
measurements only the bare hull with and without the aft control surfaces was used. 

The cavitation tunnel’s test section is 2.6 m long, with a 600 x 600 mm cross section. It can 
operate with flow speeds of between 2 and 12 m/s. The model was held at a constant zero 
degrees incidence for the duration of these measurements. The 180 mm diameter model 
and support foils resulted in a solid blockage ratio of 8.1%.  

Measurements taken included the surface pressure and skin friction on the bare hull at a 
range of Reynolds numbers between 8 and 18 million. Boundary layer velocity profiles 
were calculated from total and static pressure probe measurements obtained using a 3D 
traverse at a number of locations around the aft of the bare model for a Reynolds number 
of 12 million. The unsteady velocity component was also calculated to obtain the 
turbulence intensity at these locations. Wake velocity measurements were obtained at the 
aft of both the bare hull and the partially appended model.  

The relatively high blockage ratio necessitated a correction method to allow comparisons 
with measurements made at other facilities. These corrections were generated with the aid 
of Computational Fluid Dynamics (CFD) simulations.  

The corrected measurements showed good agreement with results obtained at the David 
Taylor Research Centre’s (DTRC) Anechoic Flow Facility. DTRC measurements were 
made with a smaller solid blockage ratio (3.5%). In general the results showed that 
measurements in the cavitation tunnel, with blockage corrections, are accurate and reliable 
for this scale of model. The wake survey results did show a small discrepancy which may 
warrant further investigation. 

This work was conducted as part of the SEA 1000 Submerged Wakes and Propeller 
Hydrodynamics work package (PRP.3, deliverable 8 and HYD.8, deliverable 2). 
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Nomenclature 
 

Cp Pressure coefficient �𝑃𝑃−𝑃𝑃𝑠𝑠∞
𝑞𝑞

� 

Cf Skin friction coefficient �𝜏𝜏𝑤𝑤
𝑞𝑞
� 

I Turbulence intensity 

L Model length, m 

Ps Static pressure (including surface pressure), Pa 

Pt Total pressure (𝑃𝑃𝑠𝑠 + 𝑞𝑞) 

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 Preston tube stagnation pressure, Pa  

q Dynamic pressure �1
2
𝜌𝜌𝑈𝑈∞2 �, Pa 

r, Rs, Rmax Radius, local surface radius, maximum surface radius, m 

Re Reynolds number �𝑈𝑈𝑈𝑈 𝜈𝜈� � based on hull length 

𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 Sensitivity of the fast response pressure probe, Pa/V 

𝑢𝑢� ,𝑢𝑢′ Local velocity magnitude, fluctuating component of 
velocity, m/s 

U∞ Inlet velocity magnitude, m/s 

(u)max maximum velocity magnitude in the x/L plane, m/s 

𝑢𝑢𝜏𝜏 Friction velocity ��𝜏𝜏𝑤𝑤/𝜌𝜌�, m/s 

x Streamwise location, origin at tip of hullform bow, m  

y+ Viscous wall distance coefficient �𝑦𝑦𝑡𝑡𝑡𝑡𝜈𝜈 � 

∆𝐶𝐶𝑓𝑓 Surface pressure correction offset 

ρ Density, kg/m3 

σ Standard deviation 

τw Wall shear stress, Pa 

ν Kinematic viscosity, m2/s 

φ azimuthal angle, ° 
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Nomenclature 
 

Subscripts  

i  “ith” measurement location 

CFD Computed results 

corrected Corrected results 

free Measurement in flow field with negligible viscous loss due 
to model 

LB Low blockage CFD domain 

max Maximum value normal to the body axis from a given 
location on the surface 

measured Measured result 

ref Reference measurement location 

tunnel AMC cavitation CFD domain 

x, y, z Directional components 

∞ Conditions at test section or domain inlet 

 

 

Abbreviations 

AFF Anechoic Flow Facility (at DTRC) 

AMC Australian Maritime College 

DTRC David Taylor Research Centre (USA) 
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1. Introduction  

Accurate simulation of the flow field surrounding a submarine is critical for 
understanding the flow around the control surfaces and propeller. These flows impact the 
propeller’s loading, efficiency and acoustic signature as well as the effectiveness of the 
control surfaces. A critical step in attaining confidence in flow simulations is comparison 
with accurate experimental data. 

Measurements about the generic submarine body "SUBOFF" (Groves et al. 1989) have been 
undertaken at the Australian Maritime College's (AMC) Cavitation Tunnel to benchmark 
the facility for submarine model testing. This facility is well suited to studying submarine 
appendages but minimal work has been undertaken on full submarine models, prompting 
this benchmarking study. The generic profile of the SUBOFF model has been used 
extensively for computational and experimental fluid dynamics studies, making it a 
suitable tool for benchmarking and facility comparison (Groves et al. 1989; 
Haung et al. 1989). 

The SUBOFF model in the cavitation tunnel’s test section resulted in a solid blockage ratio 
of 8.1%. This blockage influenced the flow conditions and needs to be accounted for to 
allow comparisons with results obtained in other facilities. Computational Fluid Dynamics 
(CFD) simulations were performed for a geometry representative of the SUBOFF model in 
the AMC cavitation tunnel test section and on the model in a low blockage domain. 
Comparing the results from these simulations allow an accurate, full body blockage 
correction to be made, allowing the calculation of the effective open water results. 

This report presents measurement methods, results, blockage corrections and uncertainty 
estimates for the SUBOFF model tested in the AMC cavitation tunnel. The corrected 
measurements are then compared to results obtained from other facilities. These 
measurement methods and corrections have also been applied to the Joubert generic 
submarine model (Clarke et al. 2016). 
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2. Cavitation Tunnel Description 

The AMC cavitation tunnel is a closed circuit variable pressure water tunnel (Figure 1 and 
Figure 2). All wet surfaces of the AMC cavitation tunnel are constructed from stainless 
steel. The tunnel can operate at a range of pressures from 4 kPa to 400 kPa absolute. The 
test section cross section is 0.600 m wide for its full length and 0.600 m high at the entrance 
of the 2.60 m long test section. The bottom surface of the test section has a 0.44° slope to 
compensate for boundary layer growth to achieve streamwise velocity uniformity. The test 
section has a height at its exit of 0.620 m. 

The test section employs removable acrylic or stainless steel side windows and a stainless 
steel top window. These windows have a range of flush access points that allow for 
mounting of models or experimental apparatus.  

 

 
Figure 1: CAD image of the AMC cavitation (Brandner et al. 2007) 

 
The tunnel is driven by a 200 kW main pump and is capable of speeds ranging from 2 m/s 
(minimum speed required for water bearings in the pump to function correctly) up to 
12 m/s. This allows Reynolds numbers (based on the width of the test section) of the order 
of 106 to be achieved. The tunnel volume is 365 m3 and is filled with demineralised water. 

The AMC cavitation tunnel is instrumented to measure test section static and dynamic 
pressures, water temperature and dissolved gas content. The data from these sensors are 
used to calculate and control the tunnel mean velocity or Reynolds number, in addition to 
the static pressure or cavitation number. 
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Figure 2: Schematic of the cavitation tunnel facility (Brandner et al. 2007) 
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3. Model Description 

The SUBOFF model geometry was created by the David Taylor Research Centre (DTRC) as 
a generic submarine shape that could be freely shared for the purpose of comparing and 
validating CFD models. Experimental and CFD data has been published for this geometry 
from a number of international organisations. The measurement types and measurement 
locations for this work program were selected to allow direct comparison with data 
obtained in the DTRC’s Anechoic Flow Facility (AFF) (Haung et al. 1989). The geometry is 
described by Groves et al. (1989). This work mainly examined the 'bare hull' configuration 
without the fin (sail) or aft control surface. A small number of measurements were 
repeated with the aft control surfaces fitted. 

 
 

Figure 3:  Fully appended DST Group SUBOFF model as mounted in the test section from the 
top window. Body fixed coordinate system shown with origin at the bow. P,S denotes 
locations of port and starboard pressure tappings. 

 
The DST Group SUBOFF model (Figure 3) was manufactured from grade 6061 aluminium. 
The finished model was anodised and had a surface roughness of less than 0.8 μm. The 
model was mounted in the AMC cavitation tunnel test section upside down as shown in 
Figure 3 by two tapered NACA0016 foils. The model configuration tested was 
axisymmetric so the orientation is arbitrary but, for consistency with any future work, the 
complete model’s ordinate directions are used. A clamp arrangement between the foil and 
submarine allows the model to be orientated and translated over a small range of 
incidences and vertical positions. The model had a length, L, of 1543.5 mm and a 
maximum radius, Rmax, of 90 mm. The model centreline was raised 20 mm from the test 
section centre line to allow greater wall clearance if the fin (sail) was fitted. All 
measurements taken in this study were at zero degrees incidence. The model was fitted 
with an adhesive dot trip strip at x/L=0.05 (faintly visible in  

Figure 4). The trip strip was designed to stimulate transition to a turbulent boundary layer 
for Reynolds numbers larger than 9.3×106 with minimum flow disturbance. The desired 

x 

y 
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trip height determined for x/L=0.05 at this Reynolds Number was 102 μm. The trip strip 
height was selected from the nearest suitable commercially available material. The trip 
dots were cut 1.25 mm diameter from 95 μm thick self-adhesive PVC sheet and placed at 
2.5 mm centres. 

 

 
 

Figure 4: SUBOFF with aft control surfaces in the AMC cavitation tunnel (viewed from below 
the test section).  
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4. Experimental Setup and Procedure 

These measurements consisted of surface pressure and skin friction measurements at a 
range of Reynolds numbers on the bare hull, as well as boundary layer velocity surveys on 
the bare hull at a Reynolds number of 12×106, and wake velocity surveys on the bare and 
partially appended hull also at a Reynolds number of 12×106. When present the aft control 
surfaces were at 0° incidence. 

4.1 Surface pressure 

The DST Group SUBOFF model is fitted with 35 surface pressure tappings, 21 opposite the 
support foils and 7 each on the port and starboard sides (Figure 3). They are drilled 
perpendicular to the surface and at similar x/L locations to the original DTRC model. 
These tappings are connected via a scanning valve to a Validyne DP15-42 differential 
pressure transducer located outside of the tunnel and referenced to the free-stream static 
pressure. Data was sampled at 1024 Hz for 10 s to obtain a mean pressure coefficient 
defined in Equation (1). 

 
𝐶𝐶𝑓𝑓 =

𝑃𝑃 − 𝑃𝑃𝑠𝑠∞����������
𝑞𝑞�∞

 (1) 

Where P is the surface pressure, 𝑃𝑃𝑠𝑠∞ is the free-stream static pressure and 𝑞𝑞∞ is the inlet 
dynamic pressure. 

4.2 Skin friction 

The static pressure ports were fitted with a streamlined fairing to mount a Preston tube. 
The skin friction was calculated from that measurement using Head and Ram's calibration 
(Head & Ram, 1971).  

 
𝐶𝐶𝑓𝑓 =

𝜏𝜏𝑤𝑤
𝑞𝑞∞

=
𝑓𝑓(𝑃𝑃�𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑃𝑃�𝑠𝑠)

𝑞𝑞∞����
 (2) 

Where τw is wall shear stress, PTube is pressure measured by the Preston tube and Ps is 
surface pressure. 

This calibration returns the wall shear stress as a function of the pressure difference 
between the Preston tube and the local surface pressure (Equation (2]). Head and Ram do 
not provide any guidance on the calibrations usage on axisymmetric bodies. It is 
reasonable to assume that the calibration is appropriate whilst the local hull radius is 
much larger than the Preston tube and that the boundary layer in the immediate vicinity of 
the Preston tube follows the law of the wall. 

The Preston tubes were manufactured from a 0.5 mm diameter thin walled hypodermic 
stainless steel tube and adhesively mounted via a streamlined plastic fairing. The plastic 
fairings were mounted over the surface pressure tappings (Figure 5). This mounting 
technique induces a small inaccuracy in position as the Preston tube measurement location 
is displaced 10 mm upstream of the location where the surface pressure measurement is 
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taken. This error is significantly reduced by interpolating the surface pressure 
measurement to the location at the tip of the Preston tube. The streamlined plastic fairings 
were manufactured from acrylic using a 3D printer with a resolution of 16 µm. 

 
Figure 5: Preston tube and fairing (top, dimension in mm) and Preston tubes in place on a tail 

cone segment (bottom).   
 

4.2.1 Upstream disturbances and repeatability 

The time consuming nature of applying and resetting Preston tubes in a cavitation tunnel 
compelled the use of multiple tubes during a single test run. Placing a second Preston tube 
downstream of another was avoided as much as possible. The streamlined design of the 
Preston tube fairings minimised the wake allowing some tubes to be placed inline, 
provided there was sufficient downstream separation. The disturbing influence of an 
upstream Preston tube was studied over a number of runs. The study was performed by 
comparing measurements performed with a Preston tube upstream of another Preston 
tube at varying distances to those obtained with no upstream obstruction.  

The application of the tubes is time consuming due to the mechanical complexity of 
operations in a cavitation tunnel and the need to adhesively mount the Preston tubes. The 
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additional density of the fluid provides greater pressures than those obtained in a low 
speed wind tunnel, giving greater signal to noise ratio. 

   
Figure 6: Skin friction measurements at ports 11 & 16 with and without an upstream Preston 

tube 

 
Figure 6 shows the measured skin friction for a number of locations with and without a 
Preston tube upstream. Port 11 is 551 mm downstream of Port 7 and shows little sign of 
interference from the Preston tube at Port 7 (Figure 6, left). A small variation is seen 
between runs 1, 2 and 4, 5 from reapplying the Preston tube between runs 2 and 4. 
Generally this demonstrates that the technique is more sensitive to the application of the 
Preston tube than it is to the upstream disturbance. Port 16 is 270 mm downstream of Port 
10 (Figure 6, right). The upstream disturbance clearly has an effect on the reading at Port 
16, though the effect is still well within the bounds of uncertainty. The smallest separation 
used for two inline Preston tube measurements in this report was 549 mm.  

4.3 Velocity measurements 

Flow velocity was calculated from fast response pressure probes (Clarke, 2009) positioned 
by an automated 3D traverse mounted to the side of the test section (Figure 7). 
Measurements were taken at the same locations in turn with a static and a total pressure 
probe head, featuring a 0.7 mm probe tip aligned with the test section axis (x direction). 
The probe head housed an Entran EPB-B01-7B-Z2 pressure transducer, measuring the 
pressure differential between the probe tip and the tunnel free-stream static pressure. The 
mean non-dimensionalised velocities were calculated from these two pressure 
measurements using Equation (3).  

 








 −
−







 −
=

∞ q
PP

q
PP

U
u refsisrefsitix ,,,,,  (3) 
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Where ux,i is the flow velocity at point i, 𝑈𝑈∞ is the inlet velocity, Pt,i is the total pressure at 
point i, Ps,i  is the static pressure at point i and Ps,ref is the probes reference static pressure at 
the test section wall. 

The fast response total pressure probe enabled the measurement of turbulent fluctuations. 
For the velocity surveys all probe measurements were taken at a Reynolds number of 
12×106 for 20 s with a 16.384 kHz sampling rate. This is equivalent to approximately 100 
flow passes over the model at a sampling rate well above the maximum expected 
frequency content. The output of the fast response total pressure probe was filtered using 
a low pass, single pole Bessel filter with a cut-off frequency of 2 kHz. The low pass filter 
was used to remove the resonance peak that occurs at 4.2 kHz due to the interaction of the 
pressure sensor diaphragm and the water in the probe tip. The unsteady velocity was 
computed as the standard deviation of the velocity,  

 
𝑢𝑢𝑥𝑥,𝑖𝑖
′

𝑈𝑈∞
=
�𝑢𝑢𝑥𝑥,𝑖𝑖 − 𝑢𝑢�𝑥𝑥,𝑖𝑖�𝑓𝑓𝑟𝑟𝑠𝑠

𝑈𝑈∞
= 𝜎𝜎 �

𝑢𝑢𝑥𝑥,𝑖𝑖

𝑈𝑈∞
� (4) 

where �𝑢𝑢𝑥𝑥,𝑖𝑖 − 𝑢𝑢�𝑥𝑥,𝑖𝑖� is the instantaneous unsteady velocity, 𝑢𝑢𝑥𝑥,𝑖𝑖
′  is the root mean square of 

the unsteady velocity and σ is the standard deviation. 

 
Figure 7: Fast response pressure probe taking measurements in the wake. Shown from below. 

 

4.3.1 Boundary layers 

The boundary layer velocities were determined at x/L=0.904, 0.927, 0.956 and 0.978. Two 
sets of boundary layer measurements were obtained; one with the measurement locations 
along an axis normal to the submarine axis and a second on an axis normal to the 
submarine local surface (Figure 8, left). For all measurements the distance r-Rs refers to the 
total distance from the surface point to the measurement location. Measurements were 
taken on a plane 135° from the support. This minimised the disturbing influence of the 
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5. CFD Simulations 

The measurements in the AMC cavitation tunnel were subject to greater blockage than the 
measurements in the DTRC AFF. Computational Fluid Dynamic (CFD) simulations were 
used to assess the influence of blockage on measurements (Ellis et al. 2015). These CFD 
simulations predicted the flow around the SUBOFF model in the AMC cavitation tunnel 
and in larger reduced blockage domains (Table 1). 

Table 1: Computational domain dimensions 

 Length (mm) Width (mm) Height (mm) Blockage ratio 

AMC tunnel test 
section 7660 (4.96 𝑈𝑈) 600 (6.67 𝑅𝑅𝑟𝑟𝑚𝑚𝑥𝑥) 600 8.1% 

Small low 
blockage domain 7660 (4.96 𝑈𝑈) 1250 (13.9 𝑅𝑅𝑟𝑟𝑚𝑚𝑥𝑥) 1250 1.9% 

Large low 
blockage domain 7660 (4.96 𝑈𝑈) 2500 (27.8 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚) 2500 0.47% 

 

5.1 AMC cavitation tunnel domain 

The AMC cavitation tunnel domain was based on the geometry of the AMC tunnel test 
section with a 600 x 600 mm inlet and sloping test section floor that dropped 20 mm over 
the 2.60 m length of the test section. The domain was extended 2.38 m (1.54 L) upstream of 
the test section and 2.68 m (1.74 L) downstream (Figure 9). The walls of the upstream 
domain were set as slip walls to prevent boundary layer growth. The walls in the test 
section and the downstream extensions of the domain used non-slip walls, allowing a 
smooth continuous boundary layer growth throughout the area of interest. The upstream 
and downstream extension to the test section minimises undesirable interaction between 
the model and the inlet and outlet boundary conditions respectively.  

 
Figure 9: Computational domain for SUBOFF in the AMC tunnel test section, dimensions in 

mm 

 
The simulations were performed using ANSYS Fluent. The incompressible formulation of 
the Reynolds-Averaged Navier-Stokes (RANS) equations was solved using the segregated 
solver. Second-order discretisation was selected for the continuity, momentum and 
turbulent variables. The SIMPLEC algorithm was selected for pressure-velocity coupling. 
The realisable k-ε  turbulence model with enhanced near wall modelling was selected as it 
is the most suitable of the k-ε turbulence models for handling streamline curvature and 
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separation (Kim, 1999) and based on previous experience of performing CFD simulations 
of cavitation tunnel tests (Clarke, 2009). 

The submarine model, with its support foils, was placed in the same location in the test 
section as during the experimental program. A structured mesh was created throughout 
the domain. The y+ values on the hull surface were generally in the range of 30 to 60. The 
maximum grading normal to the wall was 1.08. The inlet was modelled as a constant 
velocity inlet with the velocity set to give a Reynolds number of 12×106 and the turbulence 
intensity was set at 0.5%, which is comparable to the measured tunnel turbulence 
intensity. The outlet was set as an outflow.  

5.2 Low blockage domains 

Two domains with reduced blockage were created by expanding the walls of the AMC 
mesh outwards in the horizontal and vertical directions to approximate open water 
conditions. The cross section of the large low blockage domain was enlarged to 
2500 x 2500 mm, reducing the blockage ratio to 0.47%. A second smaller low blockage 
domain was constructed with a cross section of 1250 x 1250 mm resulting in a solid 
blockage of ratio of 1.6%. This small low blockage domain was produced to examine the 
trend in results as the blockage ratio was modified. The large low blockage domain was 
constructed from an inner mesh (1250 x 1250 mm), featuring the hull and support foils, 
and an outer mesh (2500 x 2500 mm) (Ellis et al. 2015).  

For both low blockage domains the support foils were extruded to the limits of the 
1250 x 1250 mm domain (Figure 10). The surface of the extruded foils was set with a slip 
wall boundary condition. The outer walls of the low blockage domains were also set with 
a slip wall boundary condition. For the large low blockage domain (2500 x 2500 mm) a 
non-conformal interface was used corresponding to the extents of the small low blockage 
domain (1250 x 1250 mm). The support foils were not extended into the large low blockage 
domain to reduce the cell count in the larger domain. This is expected to have minimal 
influence on the simulated flow around the model due to the distance of the truncation 
from the model and the minimal impact of the support foil on the solid blockage ratio. 

The low blockage domain simulations were performed with the same solver settings as the 
simulation of the SUBOFF model in the AMC cavitation tunnel test section. The large low 
blockage domain model reduced the free-stream velocity increase to a maximum of 0.30% 
at x/L=0.33. 

 
Figure 10:  Low blockage domains, dimensions in mm 
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6. Comparative Results and Corrections 

Surface pressure, skin friction and off body measurements around the stern obtained in 
the DTRC Anechoic Flow Facility are available for the SUBOFF model (Haung et al. 1989). 
These measurements are used as a reference for comparison with CFD and experimental 
results obtained in this project. DTRC measurements on the SUBOFF geometry were 
conducted at a larger scale than is possible in the AMC cavitation tunnel (Table 2) but with 
common Reynolds numbers.  

Table 2:  Model Dimensions 

 DTRC DST Group 
Maximum Body Diameter (m) 0.508 0.180 
L (total body length) (m) 4.356 1.544 
Tunnel Cross Section (m) 2.44x2.44 0.6x0.6 
Maximum  Solid Blockage (Bare Hull at 0° 
incidence with support foils) 3.5% 8.1% 

 

There are many techniques used for blockage correction ranging from the estimation of 
free-stream velocity change from geometric considerations and potential flow 
(Barlow et al. 1999); to the use of stream-wise pressure gradient measurements and 
reference velocities as used in DTRC’s Anechoic Flow Facility (Haung et al. 1989); to the 
full body CFD simulations conducted for this study. Each is a compromise between 
accuracy and cost with both factors differing between facilities and test setups. Obtaining 
pressure gradient measurements on the walls of the AMC Cavitation Tunnel would be a 
difficult as it currently lacks suitable tapping locations. For this study CFD modelling was 
chosen as it is able to determine accurate blockage corrections and provide insight into the 
flow around the model at locations where no measurements were practical.  

6.1 Surface pressures 

Figure 11 shows the measured surface pressure distribution on the model’s hull in the 
AMC cavitation tunnel together with those taken at DTRC. The offset between the two 
highlights the effect of the large blockage ratio. 







UNCLASSIFIED 
DST-Group-TR-3358 

UNCLASSIFIED 
16 

6.2 Skin friction 

The skin friction coefficients determined from the Preston tube measurements are shown 
in Figure 14. Measurements were not obtained for locations forward of Port 6 (x/L≈0.4) as 
the boundary layer momentum thickness there is insufficient to achieve reliable results 
with the size of Preston tube used. 

 
Figure 14: Skin friction measurements on the SUBOFF bare hull, not corrected for blockage. 

 
The skin friction data was corrected by rescaling each measurement point based on the 
relative maximum dynamic pressure in each measurement plane (Equation (6]). The 
maximum dynamic pressure is typically the notional free stream.  

 
𝐶𝐶𝑓𝑓,𝑐𝑐𝑐𝑐𝑓𝑓𝑓𝑓𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐 = �

𝜏𝜏𝑤𝑤
𝑞𝑞∞
�
𝑟𝑟𝑡𝑡𝑚𝑚𝑠𝑠𝑡𝑡𝑓𝑓𝑡𝑡𝑐𝑐

�
(𝑢𝑢𝐿𝐿𝐿𝐿)𝑟𝑟𝑚𝑚𝑥𝑥

(𝑢𝑢𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)𝑟𝑟𝑚𝑚𝑥𝑥
�
𝐶𝐶𝐶𝐶𝐶𝐶

2

 (6) 

Where (𝑈𝑈)𝑟𝑟𝑚𝑚𝑥𝑥 is the maximum velocity in the x/L plane corresponding to the location 
measured in the test section. The measured and CFD subscripts represent data collected 
from the tunnel or from the CFD models respectively. 

In areas of high curvature the maximum dynamic pressure occurs closer to the body, and 
the resulting change in skin friction is different than what a free stream correction would 
predict. CFD based corrections allow this effect to be quantified and corrected. The 
correction, shown in Figure 15 as the ratio of dynamic pressures, reduces with the solid 
blockage to almost zero near the tail. 
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The blockage corrected data points are mostly within the bounds of uncertainty of the 
DTRC measurements. Points x/L = 0.798 and 0.890 are possibly in error as the results 
disagree with both the DTRC and CFD datasets by significantly more than the 
measurement uncertainty (see Figure 15). Similarly while the measurements at x/L=0.774 
and 0.851 are relatively close to the CFD and DTRC results, if time had permitted a 
repeated measurement may have been warranted. This error can most likely be attributed 
to poor sealing around the Preston tube fairings, which would result in a lower skin 
friction value. Generally increased uncertainty can be expected in this region of rapidly 
varying hull diameter. This was the first attempt at using this design of Preston tube 
fairing and with the restricted time available it was not possible to retake those 
measurements. Subsequent tests have demonstrated improved results with a slightly 
modified fairing and greater experience (Clarke et al. 2016). 

 
Figure 15: Skin friction measurements taken on the SUBOFF model at AMC tunnel relative to 

CFD and DTRC measurements (Haung et al. 1989) at Re=12×106. Uncertainty 
calculations shown in Appendix A.3 

 



UNCLASSIFIED 
DST-Group-TR-3358 

UNCLASSIFIED 
18 

6.3 Boundary layer velocities 

The boundary layer surveys are shown in Figure 16 and in Figure 18, the latter with a 
smaller radial range. The blockage affected measurements, non-dimesionlised by the test 
section inlet velocity, show negligible difference between the axis and surface normal data 
sets for the measured locations. The most common blockage correction for boundary layer 
velocities is to scale the measured velocities by the local free-stream velocity. In this series 
of measurements the presence of a streamlined probe support prevented the retraction of 
the probe into the free-stream. 
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Figure 16:  Normalised full boundary layer velocities on the SUBOFF model at x/L=0.904 (a), 
0.927 (b), 0.956 (c) and 0.978 (d) with DTRC measurements (Haung et al. 1989) and 
CFD (Ellis et al. 2015) for Re=12×106. Measurement uncertainty u/U∞±0.014  

 
The total pressure measurement reaches its free-stream value once the probe is withdrawn 
outside the flow influenced by viscous losses. This occurs for the SUBOFF model at the 
measured locations once (𝑟𝑟 − 𝑅𝑅𝑠𝑠) 𝑅𝑅𝑟𝑟𝑚𝑚𝑥𝑥⁄ > 0.9 for even the thickest boundary layer 
measured (Figure 17). The total pressure reaches its free-stream value significantly closer 
to the hull than the velocity does due to the influence of the hull shape on the static 
pressure. A measurement of the total pressure obtained in the flow not influenced by the 
viscous losses may thus be used to obtain an updated sensitivity of the fast response 
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pressure probe, 𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓. This is determined from the known dynamic pressure of the fluid at 
the entrance to the test section, 𝑞𝑞∞, and the difference in static pressure between the 
entrance to the test section (𝑃𝑃𝑠𝑠∞) and the location used for the reference pressure (𝑃𝑃𝑠𝑠𝑟𝑟𝑟𝑟𝑓𝑓) for 
the fast response pressure probe,  

 
𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 =

𝑃𝑃𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑃𝑃𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓
𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

=
𝑞𝑞∞ + 𝑃𝑃𝑠𝑠∞ − 𝑃𝑃𝑠𝑠𝑓𝑓𝑡𝑡𝑓𝑓

𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
 (7) 

Where 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the measured probe voltage and (𝑃𝑃𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑃𝑃𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓) is the pressure difference 
between the tip of the total head probe and the probe’s reference pressure, assuming the 
probe is located in a region of the flow where negligible viscous losses have occurred from 
the test sections entrance. For these measurements 

𝑃𝑃𝑠𝑠∞−𝑃𝑃𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓
𝑞𝑞∞

 was determined from CFD to 
be approximately 0.006. 

 
Figure 17: Total pressure boundary layer measurements on the SUBOFF model with AMC 

tunnel domain CFD results (Ellis et al. 2015) for Re=12×106. 

 
Using CFD simulations it is possible to correct the blockage not just by how the free-
stream is accelerated but also by the change in boundary layer shape. The boundary layer 
profile is affected by the combination of an accelerated free-stream and the artificially high 
pressure gradients. Figure 18 shows how rescaling the velocity by the free stream would 
result in an oversimplification of the blockage effect, particularly close to the hull 
boundary. This correction is better performed by rescaling the velocity for each location 
measured as follows:  
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 𝑢𝑢𝑖𝑖
𝑈𝑈𝑐𝑐𝑐𝑐𝑓𝑓𝑓𝑓𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐

= �
𝑢𝑢𝑖𝑖
𝑈𝑈∞

�
𝑟𝑟𝑡𝑡𝑚𝑚𝑠𝑠𝑡𝑡𝑓𝑓𝑡𝑡𝑐𝑐

 �
𝑢𝑢𝑖𝑖,LB

𝑢𝑢𝑖𝑖,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
�
𝐶𝐶𝐶𝐶𝐶𝐶

 (8) 

 
The subscript i refers to a radial position, interpolated from the CFD data at the measured 
location. 

The corrected boundary layer measurements are generally in good agreement with the 
open water CFD calculations. There is a small discrepancy between the corrected results 
and the DTRC results, which is most likely a small variance between facilities. The one 
exception is the DTRC results for x/L=0.904, which appear to have an unexpectedly low 
free-stream velocity, unmatched by any of the subsequent measurements.  
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Figure 18: Normalised boundary layer velocities on the SUBOFF model shown over a smaller 
radial range at x/L=0.904 (a), 0.927 (b), 0.956 (c) and 0.978 (d) with DTRC 
measurements (Haung et al. 1989) and CFD (Ellis et al. 2015) for Re=12×106. 
Measurement uncertainty u/U∞±0.014 

 
The calculated boundary layers are expected to be slightly thicker than their experimental 
counterparts as the turbulence model assumes the flow is turbulent along the entire length 
of the hull. For the measurements the boundary layer trip was placed at x/L=0.05 so the 
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length of turbulent flow for the measured flow is reduced and the boundary layer has had 
a slightly shorter length to thicken. 

6.3.1 Turbulence intensity 

The blockage will increase local velocities in the test section, which will generate greater 
shear stress in the boundary layer and hence greater turbulence intensity. This increase is 
apparent in a comparison of the turbulence intensity calculated using the low blockage 
domain and AMC tunnel test section domain. In keeping with the DTRC data, the 
turbulence intensity is referenced to the inlet velocity rather than the local velocity as 
described by Equation (9) and (10). 

 
𝐼𝐼 =

𝑢𝑢′

𝑈𝑈∞
=

1
𝑈𝑈∞

�1
3 �
𝑢𝑢𝑥𝑥′

2 + 𝑢𝑢𝑦𝑦′
2 + 𝑢𝑢𝑧𝑧′ 2� (9) 

Measurements at the DTRC facility were made using multi-axes hot film anemometry 
allowing them to resolve the turbulence components in each direction. Each of these can 
be considered a single component of the turbulence intensity (Equation (10]). The RANS 
turbulence model used in the CFD simulations does not determine turbulence component 
directions, thus the computed total turbulence intensity (Equation (9]) is shown in Figure 
19.  

 

𝐼𝐼𝑥𝑥 =
𝑢𝑢𝑥𝑥′

𝑈𝑈∞
=
�𝑢𝑢𝑥𝑥′

2�����

𝑈𝑈∞
 (10) 

The instantaneous total pressure is given by 

 
𝑃𝑃𝑇𝑇 =

𝜌𝜌
2
�(𝑢𝑢𝑥𝑥 + 𝑢𝑢𝑥𝑥′ )2 + �𝑢𝑢𝑦𝑦 + 𝑢𝑢𝑦𝑦′ �

2 + (𝑢𝑢𝑧𝑧 + 𝑢𝑢𝑧𝑧′ )2�+ 𝑃𝑃�𝑆𝑆 + 𝑝𝑝′ (11) 

where 𝑃𝑃𝑇𝑇 is the total pressure, 𝑃𝑃�𝑆𝑆 is the average static pressure and 𝑝𝑝′ the fluctuating 
component of the static pressure. If the total head probe, using a squared off tip, is aligned 
with the flow to within approximately 10°, the total pressure will be correctly measured 
(Barlow et al. 1999).  If (𝑢𝑢𝑥𝑥 + 𝑢𝑢𝑥𝑥′ ) ≫ �𝑢𝑢𝑦𝑦 + 𝑢𝑢𝑦𝑦′ �, (𝑢𝑢𝑧𝑧 + 𝑢𝑢𝑧𝑧′ ) and the probe is aligned with the x 
axis then only 𝑢𝑢𝑥𝑥′  makes a significant contribution to the unsteady component measured 
by the probe. Thus when the probe is aligned with the x axis and if the unsteady 
component of the static pressure is assumed to be negligible, 

 
𝑢𝑢𝑥𝑥 + 𝑢𝑢𝑥𝑥′ ≈ �

2 (𝑃𝑃𝑇𝑇 − 𝑃𝑃�𝑆𝑆)
𝜌𝜌

 (12) 

The approximation of neglecting 𝑢𝑢𝑦𝑦′ ,  𝑢𝑢𝑧𝑧′  and 𝑝𝑝′ should result in a small overestimation of 
𝑢𝑢𝑥𝑥′ . Figure 19 shows reasonable agreement for 𝑢𝑢𝑥𝑥′  between the corrected results obtained in 
the present work and those from DTRC in the outer part of the boundary layer but a 
poorer comparison close to the hull boundary. This poor agreement may be due to the 
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propeller plane for this geometry. The wake from the support foils is evident at the 180° 
position, where 0° is defined along the y axis as in Figure 3. The corrected data shows close 
agreement between the bare hull circumferential surveys and the same points in the 
x/L=0.978 boundary survey, taken at 45°. This shows the repeatability of this measurement 
technique.  

The same blockage correction used for the boundary layer surveys is applied to the wake 
velocity measurements. This consisted of applying a velocity scaling (Equation (8], as 
determined by the CFD models [Ellis et al. 2015). 

 
Figure 20: Corrected normalised velocities for the SUBOFF bare hull and bare hull with aft 

control surfaces at x/L=0.978 for Re=12×106. Measurement uncertainty of u/U∞ ±0.02 
(Appendix A.4) 

 
Post processing of the data revealed an 8% reduction in the free-stream total pressure for 
the measurements conducted when the aft control surfaces (AC) were fitted. This error 
proved to be a constant value and was most likely caused by an obstruction in the probe 
reference pressure system, resulting in an incorrect value of the static reference pressure 
(Ps,ref from Equation (3]). An offset was applied to the aft control surface total pressure 
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measurements to compensate for this error prior to the blockage correction. For the 
effected data sets the offset was calculated such that the free stream reference total 
pressure was the same as the average of all other runs. The suspected obstruction is 
expected to result in only a small increase in uncertainty for these measurements as the 
cavitation tunnel maintains the test section static pressure and velocity within a small 
range. For more information see Appendix A.4.1. 

The wake measurements show some unusual perturbations that would not be expected 
from a symmetric body at zero degrees incidence (Figure 21). The cause of this irregularity 
is uncertain but blockage due to the probe stem is suspected as it is the most apparent 
source of non-symmetry. The probe can be seen in Figure 7 taking a measurement at φ=0°. 
At this point the probe is extended over the hull and some degree of wake interaction is 
occurring between the hull and the stem. By contrast at φ=90° the probe is approaching the 
measurement location perpendicular to the hull and the interaction is reduced. An 
investigation of this error may be warranted using CFD if the 3D traverse is to be used 
longer term for measuring wakes near models with high blockage ratios.  

 
Figure 21: Wake velocities for uncorrected bare body experimental and CFD simulation of the 

SUBOFF model in the cavitation tunnel (Ellis et al. 2015). Measurement uncertainty 
of u/U∞ ±0.02 (Appendix A.4) 
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7. Conclusions and Recommendations 

The results presented in this report demonstrate that the AMC cavitation tunnel may be 
used to measure flow around submarine models at zero incidence. Additionally the results 
presented in this report demonstrate the validity of the CFD blockage correction 
techniques employed. 

 The surface pressure measurements for the SUBOFF model were successfully obtained 
and the blockage corrected results showed good agreement with the DTRC results. Good 
agreement was also obtained between the computational results for the SUBOFF model in 
the AMC tunnel and the measured results. The use of CFD simulations for blockage 
correction creates additional work but these simulations provide other advantages. The 
CFD simulations may be used to determine areas of interest, plan measurement locations 
and gain an insight into the flow structures at locations were measurements are 
unavailable. 

 Corrected skin friction measurements showed close agreement with the DTRC dataset 
demonstrating that the technique described in this report can be used to provide accurate 
measurements.  The current application method for the Preston tube has subsequently 
been improved with a modified fairing and better techniques for adhering the tubes to the 
model. Erroneous points are easy to identify and, time permitting, may be remeasured to 
provide a full set of accurate measurements. With lessons learned from this testing future 
uses of the Preston tube mounted via a fairing should yield a greater proportion of 
successful applications.  

Boundary layer velocities and turbulence intensities were measured with the fast response 
pressure probes. These results showed reasonable agreement with the DTRC 
measurements and the CFD simulations. Investigation into the unexpected perturbations 
in the velocity distribution shown in the circumferential surveys is warranted if this 
measurement technique is to be used in the future with large blockage ratios. 
Measurements from the single component fast response total pressure probe and static 
pressure probe were used to determine 𝑢𝑢𝑥𝑥′ , however these measurements close to the 
surface overestimate 𝑢𝑢𝑥𝑥′ . Single axis hot film anemometry would provide results with 
improved resolution that is valuable in thin boundary layers.  

Overall, accurate measurements can be made on this size of submarine model in the AMC 
cavitation tunnel, but the blockage ratio requires significant correction, resulting in 
additional work. While this facility is suitable for measurements on this size model for 
zero angle of incidence, the advantage of larger facilities are evident; requiring smaller 
blockage corrections and allowing for testing at larger incidences. A submarine model 
with casing and fin would increase the blockage and require a more complex CFD mesh to 
determine the blockage correction. Any future full submarine measurements in the 
cavitation tunnel should aim for a reduced blockage ratio where possible. This may 
require careful consideration with regards to appendage Reynolds numbers. 
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Appendix A:  AMC measurement uncertainties 

A.1. Surface pressure 

Precision error (Pr) 

The measurement precision error is defined as the 95% confidence interval of the sampled 
data points:  

𝑃𝑃𝑟𝑟 =
1.96𝜎𝜎
√𝑁𝑁

 

Where P is the precision of the measurement, N is the number of independent samples 
and σ is the standard deviation of data. 

The data was sampled at 1024 Hz for 10 s and filtered with a low pass 20 Hz, 2nd order 
Bessel filter.  A conservative estimate of the number of statistically independent samples 
can be made by taking 50% of the filter frequency multiplied by the duration, in this case 
100 samples. 

Bias errors (B)  

The Validyne differential pressure transducer is accurate to 0.25% full scale (-42 
diaphragm FS=140 kPa). The sensor voltage was zeroed before each measurement set and 
referenced to the free-stream so the bias error was taken as 0.25% of the maximum 
dynamic pressure.  

Uncertainty (E) 

The total uncertainty, 𝐸𝐸𝑠𝑠𝑡𝑡𝑓𝑓𝑓𝑓𝑚𝑚𝑐𝑐𝑡𝑡 𝑓𝑓𝑓𝑓𝑡𝑡𝑠𝑠𝑠𝑠𝑡𝑡𝑓𝑓𝑡𝑡, for the surface pressure measurement is defined as 
the root-sum-square of all uncertainty sources: 

𝐸𝐸𝑠𝑠𝑡𝑡𝑓𝑓𝑓𝑓𝑚𝑚𝑐𝑐𝑡𝑡 𝑓𝑓𝑓𝑓𝑡𝑡𝑠𝑠𝑠𝑠𝑡𝑡𝑓𝑓𝑡𝑡 = ��𝐵𝐵𝑖𝑖2 + 𝑃𝑃𝑟𝑟2 = �𝐵𝐵𝑠𝑠𝑡𝑡𝑡𝑡𝑠𝑠𝑐𝑐𝑓𝑓2 + �
1.96 ∗ 𝜎𝜎𝑃𝑃
√𝑁𝑁

�
2
 

where Bi is the bias error from source i. For the surface pressure measurements the only 
identified source of bias errors was the pressure sensor linearity. 

A.2. Incidence error 

The surface pressure variation between the centre tappings and the port and starboard 
tappings was checked to ensure the model was aligned with the test section flow 
(Figure A1). There were slight differences but they were found to be well within the total 
measurement error (CP error ≈ ±0.007). 
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Figure A1: Port and Starboard measurements relative to the centreline measurements on the 

SUBOFF model. The results show the average of results for Reynolds numbers 
between 8×106 and 18×106 inclusive. Uncertainty Cp=0.007 (shown)   
 

A.3. Skin friction 

Measurement errors 

The skin friction calculation was based on two separate pressure measurements, each with 
the same bias and random error sources as the surface pressure data. An additional error 
associated with interpolating the surface pressure to the Preston tube tip was included. 
The error associated with the interpolation of the surface pressure was estimated by 
repeating the interpolation process with CFD results. Computed surface pressure results 
were obtained at the locations where the surface pressure was measured. Interpolation 
was then used to determine the surface pressure at the location of the Preston tube tip. 
Comparing the surface pressure at the location of the Preston tube tip obtained directly 
from the CFD with the interpolation of the CFD results provides an estimate of the 
interpolation error. These errors were propagated through the calibration process to give 
error bands.  

The pressure measurement uncertainty for the skin friction is defined as: 

Epressure = ��Bias2 + Precision2 

                  = �Esurface pressure
2 + Binterpolation2 + Bsensor2 + Pr Preston

2  

Calibration errors 

In addition to the pressure measurement errors the Preston tube calibration accuracy 
reduces when used in a pressure gradient. These errors have been quantified by 
Patel (1965) who provided limits for adverse and favourable gradients and Brown and 
Joubert (1969) who gave expanded limits for operating in adverse pressure gradients.  
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Patel's error bands:  

1. Adverse pressure gradients: 

 maximum error 3%: 0 < ∆< 0.01, 𝑈𝑈𝜏𝜏𝑐𝑐
𝜈𝜈
≤ 200 

 maximum error 6%: 0 < ∆< 0.015, 𝑈𝑈𝜏𝜏𝑑𝑑/𝜈𝜈 ≤ 250 

2. Favourable pressure gradients: 

 maximum error 3%: 0 > ∆> −0.005, 𝑈𝑈𝜏𝜏𝑐𝑐
𝜈𝜈
≤ 200, 𝑐𝑐

𝑐𝑐𝑥𝑥(∆) < 0 

 maximum error 6%: 0 > ∆> −0.007, 𝑈𝑈𝜏𝜏𝑐𝑐
𝜈𝜈
≤ 200, 𝑐𝑐

𝑐𝑐𝑥𝑥(∆) < 0  

where Δ (or p+) is defined as ∆= 𝜈𝜈
𝜌𝜌𝑈𝑈𝜏𝜏3

𝑐𝑐𝑓𝑓
𝑐𝑐𝑥𝑥

   and 𝑈𝑈𝜏𝜏 = �𝜏𝜏/𝜌𝜌  , d is the tube outside diameter, 𝜈𝜈 
is the kinematic viscosity, 𝜌𝜌 is the density. 

A more detailed error approximation for high adverse pressure gradients was described 
by Brown and Joubert (Figure A2), where the pressure gradient, 𝛼𝛼, is defined as 1

𝜌𝜌
𝑐𝑐𝑓𝑓
𝑐𝑐𝑥𝑥

 (hence 
𝛼𝛼𝜈𝜈
𝑈𝑈𝜏𝜏3

= Δ).  

 
Figure A2: Brown & Joubert's (1969) errors for Preston tubes in an adverse pressure gradient for 

the SUBOFF model at Re=8×106 to 18×106 

 
The measurement at Port 16 (x/L = 0.9) was found to be outside Brown & Joubert's limits 
for Preston tubes in an adverse pressure gradient (Figure A2) and was given a 20% error 
bar on top of other errors. This additional error most likely stems from a poorly applied 
Preston tube. 
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Table A1: Pressure gradient induced calibration errors 

Port 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

Preston tube error 1% 1% 3% 3% 3% 3% 1% 1% 2% 2% 20% 3% 1% 3% 

 

Total uncertainty (E) 

These errors are combined with the pressure measurement errors, which were propagated 
through the calibration formulae to give the net error: 

𝐸𝐸𝑠𝑠𝑠𝑠𝑖𝑖𝑡𝑡 𝑓𝑓𝑓𝑓𝑖𝑖𝑐𝑐𝑡𝑡𝑖𝑖𝑐𝑐𝑡𝑡 = ��𝐶𝐶𝑓𝑓 ∗ 𝐸𝐸𝑔𝑔𝑓𝑓𝑚𝑚𝑐𝑐�
2 + (𝐶𝐶𝑓𝑓�𝑃𝑃 + 𝐸𝐸𝑓𝑓𝑓𝑓𝑡𝑡𝑠𝑠𝑠𝑠𝑡𝑡𝑓𝑓𝑡𝑡� − 𝐶𝐶𝑓𝑓(𝑃𝑃))2 

Where 𝐸𝐸𝑔𝑔𝑓𝑓𝑚𝑚𝑐𝑐 is the sum of the pressure gradient and boundary layer error given in Table 
A1 for an individual port.  

A.4. Velocity measurements 

Precision error (Pr) 

The precision of the velocity measurement was taken as the 95% confidence interval of the 
measurements,  

𝑃𝑃𝑟𝑟 =
1.96𝜎𝜎
√𝑁𝑁

 

Where N is the number of statistically independent samples and σ is the standard 
deviation of data. The data was sampled at 16384 Hz for 20 s and filtered with low-pass 2 
kHz 1st order Bessel filter.  A conservative estimate of the number of statistically 
independent samples can be made by taking 50% of the filter frequency multiplied by the 
duration, in this case 20000 samples. 

Bias errors (B) 

The Entran EPB-B01-7B-Z2 transducer has a 0.75% full scale error. The sensor output was 
digitally zeroed at the beginning of each test. By then exposing the probe to the known 
free-stream dynamic pressure the sensitivity of the probe across the free-stream dynamic 
pressure may be determined. Using this technique, the error is taken as 0.75% of the free-
stream dynamic pressure. 

qBsensor 0075.0=  

The static pressure probe exhibited slight velocity dependence. This was corrected by a 
linear relationship (Figure A3) between the static and dynamic pressure of  
dPs/dq=-0.0505. This relationship was an estimate with its own error, taken from the 
residuals as 10% of the correction. 

𝐵𝐵𝑃𝑃𝑠𝑠 = 0.1∆𝑃𝑃𝑠𝑠 



UNCLASSIFIED 
DST-Group-TR-3358 

UNCLASSIFIED 
33 

 
Figure A3: Static probe velocity dependence 

 
The velocity dependence can then be applied to the data u/U as a multiplication constant 
by the following derivation. 

Assuming a constant  𝑐𝑐𝑃𝑃𝑠𝑠
𝑐𝑐𝑞𝑞

 such that, 

𝑃𝑃𝑠𝑠𝑐𝑐
𝑞𝑞

=
𝑃𝑃𝑠𝑠
𝑞𝑞
−
𝑑𝑑𝑃𝑃𝑠𝑠
𝑑𝑑𝑞𝑞

𝑞𝑞𝑖𝑖
𝑞𝑞

 

where 𝑃𝑃𝑠𝑠𝑐𝑐 denotes is the term corrected static pressure. Then if: 
𝑢𝑢𝑖𝑖
𝑈𝑈

= �
𝑃𝑃𝑡𝑡
𝑞𝑞
−
𝑃𝑃𝑠𝑠𝑐𝑐
𝑞𝑞
�
0.5

 

substituting the result for 𝑐𝑐𝑃𝑃𝑠𝑠
𝑐𝑐𝑞𝑞

  into the above equation gives:  

𝑢𝑢𝑖𝑖
𝑈𝑈

= �
𝑃𝑃𝑡𝑡
𝑞𝑞
−
𝑃𝑃𝑠𝑠
𝑞𝑞

+
𝑑𝑑𝑃𝑃𝑠𝑠
𝑑𝑑𝑞𝑞

𝑞𝑞𝑖𝑖
𝑞𝑞
�
0.5

 

and subtracting 𝑡𝑡𝑖𝑖
𝑈𝑈

 from both sides and squaring results in: 

0 =
𝑃𝑃𝑡𝑡
𝑞𝑞
−
𝑃𝑃𝑠𝑠
𝑞𝑞

+
𝑑𝑑𝑃𝑃𝑠𝑠
𝑑𝑑𝑞𝑞

𝑞𝑞𝑖𝑖
𝑞𝑞
−
𝑞𝑞𝑖𝑖
𝑞𝑞

 

as �𝑡𝑡𝑖𝑖
𝑈𝑈
�
2

= 𝑞𝑞𝑖𝑖
𝑞𝑞

. Rearranging results in: 

0 =
𝑃𝑃𝑡𝑡
𝑞𝑞
−
𝑃𝑃𝑠𝑠
𝑞𝑞
−
𝑞𝑞𝑖𝑖
𝑞𝑞
�1−

𝑑𝑑𝑃𝑃𝑠𝑠
𝑑𝑑𝑞𝑞
� 

and expressing as a function of non-dimensional dynamic pressure 

𝑞𝑞𝑖𝑖
𝑞𝑞

=  
�𝑃𝑃𝑡𝑡𝑞𝑞 −

𝑃𝑃𝑠𝑠
𝑞𝑞 �

�1 + 𝑑𝑑𝑃𝑃𝑠𝑠
𝑑𝑑𝑞𝑞 �

 

Thus: 

𝑢𝑢𝑖𝑖
𝑈𝑈

= �
�𝑃𝑃𝑡𝑡𝑞𝑞 −

𝑃𝑃𝑠𝑠
𝑞𝑞 �

�1− 𝑑𝑑𝑃𝑃𝑠𝑠𝑑𝑑𝑞𝑞 �
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This static pressure offset is seen in Figure A4. 

 
Figure A4: SUBOFF static pressure correction for x/L=0.98 boundary layer 

The Entran sensor drift error was estimated from the free-stream reference taken at the 
start and end of every measurement series. 

The precision error for the mean static pressure measurement at each location was 
included in the bias pressure errors. 

The pressure bias errors, 𝐵𝐵𝑓𝑓/𝑞𝑞, were converted to velocity bias errors by, 

𝐵𝐵𝑡𝑡/𝑈𝑈 = ��𝐵𝐵𝑓𝑓/𝑞𝑞
𝑑𝑑𝑢𝑢
𝑑𝑑𝑝𝑝

=
𝐵𝐵𝑓𝑓/𝑞𝑞

2�𝑝𝑝/𝑞𝑞
   

The probe positional uncertainty is typically less than 0.2 mm and does not contribute 
significantly to the overall measurement error. 

Total uncertainty (E) 

Net error = RMS all errors = �∑𝐵𝐵𝑡𝑡/𝑈𝑈
2 + 𝑃𝑃𝑟𝑟2 

A.4.1 Probe blockage 

A number of measurements were affected by a blockage in the fast response pressure 
probe’s reference pressure line. The fault may have occurred when the bare model was 
removed from the tunnel and the aft control surface section replaced.  This was an 
unfortunate oversight but a correctable one. The problem was determined to be a blockage 
in the static pressure line, as this is not only the most likely failure mode of this system but 
also explains the error seen. To check for such errors the probe was traversed to a free 
stream reference position before and after every circumferential survey. Table A2 shows 



UNCLASSIFIED 
DST-Group-TR-3358 

UNCLASSIFIED 
35 

these free stream reference velocities. The distinction between the sets as well as the 
repeatability is clear. 

Table A2 Freestream uncorrected reference velocities (u/U∞) for SUBOFF wake surveys 

 0.3 0.4 0.5 0.6 0.7 
Bare start 1.017 1.016 1.014 1.014 1.014 
Bare end 1.006 1.001 1.006 1.012  
AC start 0.980 0.974 0.971 0.971 0.973 
AC end 0.975 0.967 0.969 0.971 0.973 

 

Figure A5 shows the uncorrected circumferential wake surveys. This plot supports the 
assumption that the error is a constant velocity offset, such as might be expected from a 
constant pressure offset. There is no reason to suspect the sensors calibration is wrong, just 
that the zero reference is shifted. Also supporting this is the close agreement between the 
bare body circumferential surveys and the x/L=0.978 boundary layer survey interpolated 
to the same location, showing the probe sensitivity had not changed between 
measurement sets. The AC data was corrected by applying a total pressure offset to the 
raw pressure: 

∆
𝑃𝑃𝑇𝑇
𝑞𝑞∞

= �
𝑢𝑢𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡
𝑈𝑈∞

�
𝐿𝐿𝑚𝑚𝑓𝑓𝑡𝑡

2
− �

𝑢𝑢𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡
𝑈𝑈∞

�
𝐴𝐴𝐶𝐶

2
 

 
Figure A5: Uncorrected circumferential wake surveys for SUBOFF model at x/L=0.978 and 

Re=12×106 
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Appendix B:  Corrected hull data 

B.1. Surface pressure 
Port No. X/L Cp Re=12×106 Port No. X/L Cp Re=12×106 

P0 0.000 1.012 P11 0.781 -0.219 

P1 0.035 -0.166 P11P 0.781 -0.219 

P1P 0.035 -0.160 P11S 0.781 -0.218 

P1S 0.035 -0.158 P12 0.805 -0.197 

P2 0.070 -0.099 P13 0.840 -0.061 

P3 0.105 -0.068 P13P 0.840 -0.058 

P4 0.181 -0.103 P13S 0.840 -0.056 

P4P 0.181 -0.100 P14 0.857 0.017 

P4S 0.181 -0.101 P15 0.873 0.079 

P5 0.237 -0.043 P16 0.904 0.160 

P6 0.402 -0.007 P16P 0.904 0.161 

P7 0.501 -0.005 P16S 0.904 0.162 

P7P 0.501 -0.005 P17 0.924 0.184 

P7S 0.501 -0.003 P18 0.956 0.183 

P8 0.601 -0.015 P19 0.978 0.137 

P9 0.700 -0.046 P20 1.000 0.195 

P10 0.741 -0.094    

P10P 0.741 -0.097    

P10S 0.741 -0.094    
 

B.2. Skin Friction 
Port No. x/L# Cf Re=12×106 

P6 0.396 0.00262 

P7 0.495 0.00261 

P8 0.594 0.00251 

P9 0.693 0.00260 

P10 0.734 0.00273 

P11 0.775 0.00312 

P12 0.798 0.00253 

P13 0.833 0.00163 

P14 0.851 0.00096 

P15 0.866 0.00095 

P16 0.897 0.00016 

P17 0.918 0.00028 

P18 0.950 0.00037 

P19 0.972 0.00074  
# Note: x/L location listed is for the measurement location at the Preston tube tip, 10mm upstream 
of the port location. 
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