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ABSTRACT 

The individual performance of biometric technologies such as speaker recognition (SR) 
and face recognition (FR) has enabled their prolific use in applications worldwide (e.g. 
FR at airports and SR for access to telephone banking and taxation purposes). 
However, in challenging environments (e.g. CCTV videos), where the data is of low 
quality, establishing the identity of non-cooperative individuals is still a difficult task.  

This paper documents the verification performance gains possible when fusing low 
quality face and voice samples at the matching score level. Three normalisation and 
five classifier-based fusion techniques were evaluated on a real life audio-video dataset 
(‘Mobio’). When compared to the performance of the individual biometrics, all fused 
results showed a notable improvement. 
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Face and Voice Fusion for Human Recognition in  

Non-controlled Environments 
 

Executive Summary  
 
The individual performance of biometric technologies such as speaker recognition (SR) 
and face recognition (FR) has enabled their prolific use in applications worldwide (e.g. FR 
at airports and SR for access to telephone banking and taxation purposes). However, in 
challenging environments (e.g. surveillance and online videos), where the data is of low 
quality, establishing the identity of non-cooperative individuals is still a difficult task. 
 
A wide range of approaches for combining biometric samples have been published to 
overcome some of the practical problems of using only a single biometric trait, 
demonstrating the benefits of combining different biometric features using fusion 
algorithms. The Defence Science and Technology (DST) Group has also developed a score-
level fusion method (hereinafter referred to as the DST-developed canonical method) [1], 
which was shown to improve the quality of FR algorithms. 
 
This paper uses a real life non-controlled scenario to examine verification performance 
gains possible when fusing low quality face and voice samples at the matching score level. 
Three normalisation methods (z-score, min-max and DST-developed canonical) and five 
fusion techniques (weighed sum, Support Vector Machines (SVM) with linear or quadratics 
kernels and Boosting using AdaBoost or RUSBoost algorithms) were evaluated. The audio-
video dataset (‘Mobio’) used in this evaluation involved both face and voice samples of a 
person using a mobile phone, which mimics a real life scenario used for authentication. 
 
When compared to the performance of the individual biometrics, the fused results showed 
a notable improvement. For the Mobio dataset (676 genuine and 48,594 impostor 
comparisons), at a false match rate (FMR) of 0.1%, the speaker recognition alone achieves a 
false non-match rate (FNMR) of 35.1%, while FR alone achieves a FNMR of 19.3%. When 
these two modalities are normalised and fused using the methods listed above, the FNMR 
is reduced to 7.49-13.9%.  

Future research from this evaluation could include: 

1. Verifying the significance of current fusion performance using a different database 
that contains poorer quality face and voice samples than MOBIO. 

2. Expanding the current face and voice fusion work to include other emergent 
biometrics, such as 3D face and body part measurements. 

3. Exploring the use of other fusion techniques such as sensor level or feature level 
fusion. 
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1. Introduction 

A biometric system is a pattern recognition system that identifies or verifies a person 
based on specific physiological or behavioral characteristics that the person possesses [2]. 
It can establish the identity of an individual based on physical characteristics, as opposed 
to what they know such as passwords or pins. A biometric identification system compares 
a biometric sample to all identity profiles in a biometric database, whilst biometric 
verification compares a biometric sample to a specific single identity profile in a biometric 
database.  
 
When used for person identity verification (1:1 matching), the output results of a biometric 
system include a match score and a biometric decision of Genuine or Imposter. If a match 
score is higher than the threshold, the biometric system provides a Genuine decision, 
otherwise it provides an Imposter decision. The performance of a biometric system is 
typically measured by the accuracy of its detection decisions, in particular its decision 
making errors. 
 
There are several physiological and behavioral characteristics that can be used for 
biometric recognition including fingerprints, face, voice, iris, hand and gait [3]. Every 
biometric has its strengths and weaknesses and its usefulness for an application depends 
upon aspects such as its uniqueness, collectability, acceptability, and resistance to 
spoofing. The degree of cooperation from individuals is a significant factor that affects the 
type and quality of biometric that can be collected. Two examples of high quality 
biometrics are fingerprints and irises due to their physiological uniqueness amongst 
individuals, but their collection requires a high degree of cooperation because they are 
intrusive in terms of time and very close range to the sensor.  
 
In non-cooperative or non-controlled environments (e.g. CCTV surveillance and online videos), 
collecting high quality biometrics can be very difficult due to the individual’s short time 
under surveillance and long range from the sensor. In these situations only low quality 
biometrics from the audio and video are collected, which degrades the performance of 
biometric systems that use only a single trait of the person. For example, with face 
recognition (FR), unsatisfactory lighting conditions, occlusions or variations in pose can 
cause a significant decrease in accuracy [4, 5]. Similarly for speaker recognition (SR), the 
speech audio signal can be detrimentally affected by channel distortion, environmental 
background noise or short duration of the speech.  
 
A wide range of approaches for combining biometric samples have been published to 
overcome some of the practical problems of a single biometric trait, demonstrating the 
effects of the combination of different biometric features and fusion algorithms [6]. Fusion 
in biometrics can be performed either at the sensor, feature or score levels, and one 
strategy designed to improve person identity recognition performance is intra-class 
multiple sensor fusion [7]. A fusion algorithm developed by the Defence Science and 
Technology (DST) Group has been shown to improve the performance of a person 
verification by fusing multiple FR algorithm outputs (hereinafter referred to as the DST-
developed canonical method) [1, 8]. Another strategy is inter-class multiple sensor fusion 
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by collecting and fusing multiple low quality biometrics such as face, speech, gait, and 
body part measurements. Many authors have published research on multimodal biometric 
systems developed by combining biometric samples from two or more sources [9-11]. 
Various normalisation techniques needed to transform the raw scores of different 
biometric modalities into a common domain were also examined in these papers. 
 
In this study, the effectiveness of three normalisation techniques and five score-level 
fusion approaches in improving the performance of identity verification in non-controlled 
environments were examined using the face and speech data collected from the inter-class 
Mobio (audio and video) database [12]. This work focused primarily on score level fusion 
because this type of fusion only requires the combination of match scores from two or 
more modalities and no additional information (e.g. feature vectors) is needed from the 
individual biometric systems. Although score-level fusion discards potentially important 
information (such as feature sets used by different biometric modalities), the results 
obtained using this type of fusion have been also shown to be superior [7, 8].  
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2. Biometrics 

2.1 Speaker Recognition 

Speaker recognition is a biometric technology that uses features extracted from speech 
audio to identify or verify a person’s identity [13, 14]. An automatic speaker recognition 
system can either be text-dependent1 or text-independent2. A SR system generally consists 
of two phases: enrolment and recognition. 
 
In the enrolment phase, a speech sample or “utterance” of a person is recorded to enable 
the features which characterise the person’s voice can be extracted [13-15]. These features 
are generally represented as a voice print, template, or model which consists of sets of 
numerical descriptors or feature vectors. Mel-Frequency Cepstral Coefficients (MFCC), 
Linear Predictive Coding (LPC) and Linear Predictive Cepstral Coefficient (LPCC) are 
some of the methods that are commonly used to extract the voice features from a speaker’s 
speech sample [13-15].  
 
During the recognition phase, the speaker model created during the enrolment phase is then 
used to identify the speaker or verify their identity. Support Vector Machines (SVM), 
Gaussian Mixture Models (GMMs), Hidden Markov Models (HMMs) and neural networks 
are the most common modelling techniques that are used for comparing a speech 
utterance to a previously created speaker model. More recently, an i-vector approach has 
become widely used in state-of-the-art speaker recognition systems due to its superior 
discriminating capability [16]. 
 
Similar to face recognition (Section 2.2), a match score that represents the maximum 
likelihood of a match is usually output for each speaker model comparison.  

2.2 Face Recognition 

Face recognition is one of the primary biometric technologies. It uses the faces present in 
images and videos to automatically identify a person or verify a person’s claimed identity. 
Traditionally, a five step process is involved in the automated FRS: image acquisition, face 
detection and alignment, feature extraction, feature matching and declaration of matches. 
Numerous face recognition algorithms have been proposed which can be categorised as 
Appearance-based method [13, 14]. Appearance-base methods employ dimensionality 
reduction technique to represent the whole face of a person in a low-dimensional space for 
facial comparison.  

                                                      
1 In a text-dependent SR system, in addition to voice print matching, the text of the speech samples is also 
compared at the recognition phase (i.e., the speech used for the verification/identification must be the same as 
what was said at the enrolment).  
 
2 In a text-independent SR system, the text in the speech sample used for enrolment can be different to the ones 
used for recognition. This system is often used for identification applications as they require minimal or no 
cooperation by the speaker.   
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Acquisition is the first step of the process where a single facial image or a sequence of facial 
images (i.e., video) of a person are acquired and submitted to the FRS. The image source 
can either be acquired in real-time or by submitting the person’s existing photo to the FRS. 
After the image is presented to the FRS, the system will first perform face detection to 
localise the face and its facial components from the image. The face is then normalised (face 
alignment) geometrically and photometrically to enable good facial features to be extracted 
during the feature extraction stage. Methods such as Principle Component Analysis (PCA), 
Gabor wavelets [13, 14] and the latest Convolution Neural Networks (CNN) developments 
[17] are employed to extract and store (as a template) the unique features of a person’s 
face. 
 
For feature matching, the template generated in the feature extraction stage is either 
compared against those templates generated for a database of known faces (identification) 
or to an alternative template of the claimed identity (verification). A score which represents 
the probability of a match is usually output for each comparison. The higher the score the 
more likely that the comparison is declared a match. 
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3. Fusion 

Fusion is a technique used to merge the results of two or more independent classifiers to 
obtain a stronger classifier. In this context, a classifier is often referred to as a matcher or 
an algorithm that classifies a person’s biometric traits into one of the two classes: Genuine 
(true match) or Imposter (false match) based on a decision boundary. Fusion can either be 
performed at the sensor or feature level (pre-classification) or at the matching score level 
(post-classification) [7]. This document focuses primarily on post-classification techniques. 
A number of algorithms have been proposed for score-level fusion, including Support 
Vector Machine (SVM) [9, 18] and Boosting [19, 20] based fusion approaches. 

3.1 Normalisation 

Post-classification fusion approaches often begin with a normalisation step [7, 9], where 
classifier scores are transformed into a way that assists the classification stage that follows. 
Sections 3.1.1 to 3.1.4 summarise four commonly used normalisation methods and an in-
house method developed by DST Group. It is assumed that the input to each 
normalisation method is a list of N real-valued scores S, where 𝑆𝑆𝑘𝑘 is the k-th score. 

3.1.1 Z-Score 

Z-score normalisation transforms the data by subtracting its mean 𝜇𝜇 and dividing by its 
standard deviation 𝜎𝜎: 
 

𝑆𝑆′𝑘𝑘 =
𝑆𝑆𝑘𝑘 − 𝜇𝜇
𝜎𝜎

. 
 
This transformation ensures that the normalised data will have a mean of 0. A positive 
normalised score indicates a datum above the mean, while a negative normalised score 
indicates a datum below the mean. If the original data is Gaussian distributed then the 
normalised data will follow the standard normal distribution with 0 mean and standard 
deviation of 1. Z-score normalisation does not guarantee a common numerical range for 
the normalised scores. For example, if the input scores are not Gaussian distributed, z-
score normalisation does not retain the input distribution [7]. 

3.1.2 Min-Max 

Min-Max normalisation transforms the data by subtracting its minimum value (min) and 
dividing by its range: 
 

𝑆𝑆′𝑘𝑘 =
𝑆𝑆𝑘𝑘 − 𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚 −𝑚𝑚𝑚𝑚𝑚𝑚

. 
 
This transformation ensures that the data is scaled to the [0, 1] range. 
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3.1.3 Rank 

To perform the rank-based transformation, first the data is sorted from lowest to highest 
scores. Let 𝑅𝑅𝑘𝑘 be the 1-based rank (i.e., with ranking number starting from 1) of the k-th 
score, then the transformation is 
 

𝑆𝑆′𝑘𝑘 =
𝑅𝑅𝑘𝑘
𝑁𝑁

. 
 
Similar to Min-Max transformation, the rank-based transformation ensures that the data is 
scaled to the (0,1] range. However, a key difference between the two methods is that the 
data also becomes uniformly distributed, which has some useful properties for 
classification. Note that this transformation was not examined in the experiments of this 
report as this has been implemented as part of the DST-developed canonical method 
(Section 3.1.4) and it is given here for reference only.  

3.1.4 DST-developed Canonical 

The DST-developed canonical transformation is an extension of the rank-based method. A 
brief overview of the method is summarised below. For a detailed theoretical justification 
of this method please see [1]. 
 
The method assumes that one is given scores for both genuine (G) and impostor (I) pairs. 
First the union of G and I scores is computed and the result is then sorted from smallest to 
largest, denoted as Q. Let G’k be the number of elements in G that are equal to Qk. 
Formally G’k = |{x ∈ G: x=Qk}|; similarly for I’k. Finally, let G* be the cumulative sum of 
G’, formally:  
 

𝐺𝐺∗𝑘𝑘 = �𝐺𝐺′𝑛𝑛

𝑘𝑘

𝑛𝑛=0

. 

 
I* is defined in a similar fashion. The canonical score Sk for element k is defined as: 
 

𝑆𝑆𝑘𝑘 =
𝐺𝐺𝑘𝑘∗

2|𝐺𝐺|
+

𝐼𝐼𝑘𝑘∗

2|𝐼𝐼|
−

𝐺𝐺𝑘𝑘′

4|𝐺𝐺|−
𝐼𝐼𝑘𝑘′

4|𝐼𝐼|
. 

 
 
Consider an example with scores common to both G and I, where G = {2, 7, 8, 5} and 
I = {3, 1, 2, 4}. The sorted union of these scores is Q = {1, 2, 3, 4, 5, 7, 8}. 
Now compute G’ and I’: 
 

G’ = {0, 1, 0, 0, 1, 1, 1}, 
I’ = {1, 1, 1, 1, 0, 0, 0}. 

 
Now compute the cumulative sums 
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G* = {0, 1, 1, 1, 2, 3, 4}, 
I* = {1, 2, 3, 4, 4, 4, 4}. 

 
Finally, the canonical scores for Q become: 
 

S = {0.0625, 0.25, 0.4375, 0.5625, 0.6875, 0.8125, 0.9375}. 
 
These canonical scores are then mapped back to the original raw scores. 
Hence G = {2, 7, 8, 5} becomes Gcanonical = {0.25, 0.8125, 0.9375, 0.6875}, while I = {3, 1, 2, 4} 
becomes Icanonical = {0.4375, 0.0625, 0.25, 0.5625}. 
 
A visual example of the DST-developed canonical transformation is shown below. Figure 1 
shows an example scatter plot of randomly generated scores for two modalities (metrics). 
Blue points are genuine scores, while red points are impostor scores. For ease of 
interpretation, the genuine scores were forced to be higher than the impostor scores, which 
is a typical scenario in human verification/identification. Figure 2 shows these scores 
normalised using the DST-developed canonical transformation. The scores for both 
metrics are now in the range [0, 1], while their relative position is mostly unchanged. 
 

 
Figure 1: Raw scores for Metric 1 and 2. Blue points are genuine scores, while red points are 

impostor scores 
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Figure 2: Corresponding scores that have been normalised using the DST-developed canonical 

transform. Blue points are genuine scores, while red points are impostor scores. 

3.2 Weighted Sum Fusion 

Weighted sum fusion is the simplest form of score-level fusion. Despite its simplicity, it is 
efficient and produces reliable results. The method aims to fuse match scores from 
different modalities by taking their weighted sum.  
 
Although the algorithm works with more than two independent modalities, for simplicity 
of presentation here only two modalities are used. Let S1 and S2 be the score vectors for 
the two modalities and let w1 and w2 be their corresponding weight multipliers. The 
weighted sum vector W of the two scores is computed as follows: 
 

W = w1S1 + w2S2. 
 
A Receiver Operating Characteristic (ROC) curve3 can then be computed by thresholding 
on W. The performance of the fusion method (for a fixed set of weights w1 and w2) can be 
measured using the Area Under Curve (AUC) of the ROC [21]. The values of AUC range 
from 0.5 to 1.0 and a good performing biometric system generally has an AUC value closer 
to 1.0, whereas, a low AUC indicates poor performance of the system. By iterating over a 
large set of weights (using brute-force), an optimal weights set that produces the highest 
AUC can be found. 
  
                                                      
3 ROC curves are an accepted method for showing the verification performance of different modalities or 
algorithms over a range of decision thresholds. The curves plot the false match rate (FMR) on the x-axis against 
the corresponding true match rate (i.e., 1 – false non-match rate (FNMR)) on the y-axis as a parametric function 
of the decision threshold.   
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Consider an example, where there are randomly generated scores for two modalities as 
shown in Figure 3. Blue points are genuine scores, while red points are impostor scores. 
For simplicity, fix w2=1 and vary w1 only. Figure 4 shows the weighted sum scores when 
w1=6.5. Note that this is in fact a one-dimensional figure; the y-coordinates are made 
different for clarity purposes only. For a given threshold (vertical line at x=44.594) one can 
compute the false match rate and the true match rate, which contribute to a single point on 
the ROC curve in Figure 5. The false match rate is the percentage of impostor scores (red) 
greater than or equal to the threshold, while the true match rate is the percentage of 
genuine scores (blue) greater than or equal to the threshold. Thus scanning the threshold 
from left to right in Figure 4 produces the ROC curve in Figure 5. Furthermore each 
threshold chosen in Figure 4 corresponds to a linear decision boundary in the space of raw 
scores (Figure 3). In particular, w1 determines the slope of the decision boundary, while 
the threshold determines its y-intercept. If w1 is 0 then the effect of the first modality is 
“ignored” and so the decision boundary is horizontal. Similarly, if w2 is 0 (or 𝑤𝑤1 → ∞) then 
the effect of the second modality is “ignored” and so the decision boundary is vertical. As 
w1 increases the slope of the decision boundary decreases. As the threshold increases so 
does the y-intercept of the decision boundary. Finally, after varying the weight w1 one 
arrives at the curve similar to Figure 6. From this figure one can see that the greatest AUC 
of 0.936 is achieved at w1=5 and w2=1. Now these weights can be used during testing of 
new data.  
 

 
Figure 3:  Raw scores with a decision boundary. Blue points are genuine scores, while red points 

are impostor scores. 
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Figure 4:  Weighted sum scores with threshold set to 44.594. Blue points are genuine scores, 

while red points are impostor scores. 

 

 
Figure 5:  ROC curve resulting from weighted sum fusion. The vertical line indicates the threshold 

set at 44.594. The area under curve is 0.91626. 
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Figure 6:  Area under curve as a function of weight w1. Note that w2 is fixed at 1. 

3.3 Classifier-based Fusion 

The weighted sum fusion algorithm described in the previous section can be viewed as a 
form of a classification with a linear decision boundary. One can also use other popular 
classifiers for score-level fusion, such as SVMs [22, 23] or Boosting [24, 25]. 
 
Boosting algorithms aim to build a strong classifier as a weighted sum of weak learners. 
For example, the weak learners can be decision tree stumps (one-level decision trees). Such 
weak learners produce linear separating boundaries (blue line) that are parallel to the axes 
as seen in Figure 7. In this experiment we used AdaBoost [25] and RUSBoost [26]. 
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Figure 7:  Fusion using Boosting. Red points are imposter scores, while green points are genuine 

scores. Blue curve indicates the decision boundary. 

 
An SVM is a binary classifier that aims to find the optimal separating boundary between 
the two classes. For the commonly used max-margin SVMs this is the boundary that 
produces the largest separation (margin) between the classes. In this report, a linear SVM 
(Figure 8) and a quadratic SVM (Figure 9) were evaluated, which learn linear and 
quadratic boundaries of separation, respectively. 
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Figure 8:  Fusion using a linear SVM. Red points are imposter scores, while green points are 

genuine scores. Crosses are the support vectors. Blue curve indicates the decision 
boundary. 

 



UNCLASSIFIED 
DST-Group-TR-3426  

 
 

 
Figure 9:  Fusion using a quadratic SVM. Red points are imposter scores, while green points are 

genuine scores. Crosses are the support vectors. Blue curve indicates the decision 
boundary. 

 
A learned decision boundary allows one to determine whether a new point should be in 
one class or another. However, in order to perform fusion one also needs to know the 
degree of certainty of the above decision. In other words one would like to know the 
probability P(y=1|x), where x is the input point and y is its label. Unfortunately not all 
classification algorithms provide such information, but this can be overcome with Platt 
Scaling [27]. Platt scaling is a method for transforming the outputs of a classification model 
into a probability distribution over classes. The method works by fitting a logistic 
regression model to a classifier’s scores. It produces probability estimates 
 

𝑃𝑃(𝑦𝑦 = 1|𝑥𝑥) =
1

1 + 𝑒𝑒𝐴𝐴𝐴𝐴(𝑥𝑥)+𝐵𝐵 , 

 
where f(x) are the classifier scores, A and B are two scalar parameters learned by a 
maximum likelihood method. Now one can use P(y=1|x) to produce ROC curves as was 
done for W in weighted sum fusion. The advantage of classifier-based fusion over 
weighted sum fusion is that optimal parameters can be learned, rather than naively found 
using brute force. On the other hand, weighted sum fusion directly optimises AUC, which 
is the performance measure one cares about. 
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4. Experiments   

4.1 Algorithms  

The face recognition algorithm used for enrolment and verification testing was Cognitec 
FaceVACS SDK 8.9.5 [28], a popular state-of-art algorithm used in face recognition 
applications for access control and mobile devices. In terms of speaker recognition, the 
audio samples used in the experiments were processed through Nuance Identifier ver. 9.4 
system [29], a voice biometric system that authenticates users using their own voice. 

4.2 Dataset 

Phase II of the Idiap Research Institute Mobio dataset [12] was selected for the experiments 
since it included inter-classbiometric samples of speech and faces captured simultaneously 
on a mobile phone (Nokia N900). The audio-visual data collected in this dataset 
approximates the quality of real world data collected in non-controlled environments and 
included a large enough number of identities for analysing the results with a high degree 
of confidence.  
 
The Mobio dataset includes MPEG-4 audio video recordings from 150 people (51 females 
and 99 males) with 6 sessions per person and 11 recordings per session. The recordings 
captured the participants answering short response questions, pre-defined text read out 
loud and about 10 seconds of free speech. As highlighted by [12], due to the recordings 
being captured using a hand held device on different days and at multiple locations there 
is significant variability in lighting, camera angle and background of images as well as the 
quality of speech audio.  Additionally a large variation in facial expression, hair style, 
clothing, image sharpness and occlusion were found in these images.  
 
For the experiments, the Mobio dataset was divided up into enrolment and verification 
testing sets. For each of the 150 people, the longest recording from the first 5 sessions was 
selected for testing, and the longest recording from the remaining session was selected for 
enrolment. The frame at the 3 second mark was extracted to create the enrolment and 
verification testing sets for face recognition. This resulted in an enrolment database of 150 
people (1 face image and 1 audio sample per person) and a verification testing database of 
150 people x 5 sessions (5 face images and 5 audio samples per person). Thus, 750 genuine 
and 55 875 impostor comparisons can be obtained from this database4. However, due to 
the quality of the face imagery, some of the people’s images failed the enrolment process 
by the Cognitec FR algorithm and as a result of that images and audio files of these people 
were excluded from the experiment. So in total, 676 genuine and 48 594 impostor 
comparisons were used to analyse the system’s performance. Table 1 below provides a 
breakdown of the comparisons. 
                                                      
4 An impostor comparison occurs when the person to be verified claims someone else’s identity. In this 
assessment, each of the 5 face images and 5 audio samples of the 150 people are compared to another person’s 
face images and audio samples in the database. This resulted in a total of 55, 875 impostor comparisons (i.e., 
(150 people x 5 x 149 impostors)/2) per modality.  
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Table 1 Breakdown of the comparisons for Genuines, Impostors and All Authenticities versus 
Female to Female, Male to Male, Male to Female and All Genders. 

 
Authenticity Female to Female Male to Male Male to Female All 

Genuines 229(3.9%) 447(2.0%) 0(0.0%) 676(1.4%) 

Impostors 5634(96.1%) 21477(98.0%) 21483(100.0%) 48594(98.6%) 

All 5863(11.9%) 21924(44.5%) 21483(43.6%) 49270(100.0%) 

4.3 Results 

In this section, all matching performances were assessed against the standard metrics of 
False Match Rate (FMR) and False Non-Match Rate (FNMR) [14].  FMR is calculated as the 
proportion of matches with wrongful claims of identity that are incorrectly accepted by the 
biometric system, and FNMR represents the proportion of matches with truthful claims of 
identity that are incorrectly rejected by the system. These two metrics were calculated over 
a range of thresholds (or match scores) and reported using a cumulative probability plot 
and/or a detection error trade-off (DET) plot. 

4.3.1 Performance of Individual Modalities 

The cumulative probability plots showing the FMR and FNMR performance for the face 
and speech samples of the Mobio dataset are shown in Figure 10 and Figure 11, 
respectively. As part of the individual modalities performance assessment, the dataset was 
also divided based on gender to establish any differences in performance between the two 
gender groups. 
 

 
Figure 10: Cumulative Probability Plot – Face Recognition  
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Figure 11: Cumulative Probability Plot – Speaker Recognition  

 
For the correct interpretation of the cumulative probability plot, the better FMR or FNMR 
performance is at the bottom of the plot and a minimal overlap between FMR and FNMR 
curves generally indicates a better performing modality or dataset. Using these plots, a 
threshold could also be set for each modality (and its gender subgroup) such that both 
false match and false non-match errors can be minimised. 
 
In terms of face recognition performance, Figure 10 shows that there was a large variation 
between the gender subgroups in terms of FNMR with males having lower FNMR, and, a 
very minimal variation in terms of FMR. This implies that the FR algorithm recognises 
males more easily than females and this is consistent with the results reported in previous 
studies [30]. 
 
For speaker recognition, a small variation in FMR was found between the gender 
subgroups (as shown in Figure 11), and a minimal variation in terms of FNMR. The FMR 
results indicate that males with a wrongful claim of identity may have a higher chance of 
deceiving the SR system if the system is set a threshold ≥ 0. A better FMR performance 
was obtained for the males and females combined (“All”) group because this mimics the 
zero effort impostor scenario where an individual makes no attempt to increase his/her 
chance of success to deceive the SR system. In this experiment, an impostor could claim 
any identity, not just those having the same gender. Since the chance of returning a high 
match score when comparing two voice samples of different gender is low, a better FMR 
performance could be achieved for the “All” group (as indicated in Figure 11). 
 
The overall performance of the individual modalities and the effect of gender subgroups is 
also summarised in a DET plot (Figure 12), where the better performing modality (or 
gender subgroup) is at the bottom left corner of the plot. 
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Figure 12: DET Plot – Face Recognition Vs Speaker Recognition   

 
As shown in Figure 12, the FR algorithm appears to offer a better overall matching 
performance than the speaker recognition system at low FMRs. For the gender subgroups, 
the performance appears to be better when the face imagery is used as the biometric 
samples for the males. For the female group, the performance appears to be better when 
their speech samples are used instead. 
 

4.3.2 Multimodal Fusion Performance 

In this section, the match scores from the face and speaker recognition systems were fused 
directly using the weighted sum method (as described in section 3.2) to demonstrate how 
the performance of unimodal biometric systems can be improved. The fusion performance 
in this and subsequent analyses were evaluated by using the area under the Receiver 
Operating Characteristic (ROC) curve (denoted as AUC).  
 
For the weighted sum method, a search is required to find the optimum weights, that is, 
the weights that give the maximum AUC. Let w be the weight of the face scores, then the 
weight of the speaker scores is (10-w). In this study, we tested all w from 0 to 10 in 
increments of 0.1. For example, when fusing the face and speaker match scores the weights 
considered were (10, 0), (9.9, 0.1), (9.8, 0.2), …, (0.1, 9.9), (0, 10) respectively. 
 
Figure 13 shows the weighted sum fusion of face and speaker identities on the whole 
dataset, as well as, for each gender subgroup. The horizontal axis shows the weight w of 
the speaker recognition system. When w=0 the AUC is identical to the FR algorithm alone, 
and is labelled on the left-hand vertical axis. When w=10 the AUC is identical to the 
speaker recognition system alone, and this is labelled on the right-hand vertical axis. 
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Figure 13: Weighted sum fusion of Face and Speaker Match Scores 

 
It can be seen from Figure 13 that for all groups, the overall performance of the speaker 
recognition system is improved if it is fused with the FR algorithm, for all weightings 
examined. The optimum weights that give the maximum AUC (i.e., the best fusion 
performance obtained) seem to be the same between the whole database and gender 
subgroups. It should be noted that when this dataset is examined as a combined gender 
group, the fusion performance appears to be poorer than using the FR algorithm alone if 
the weighting towards the speech match score is higher than 1.0. However, the fusion 
performance depends heavily on the choice of the normalisation method and the 
classification algorithm used. These choices are examined in the next section. 
 
Figure 14 shows the DET plots for the face and speaker recognition algorithms alone (all 
and gender subgroups), and the DET plots resulting from the best weightings for fusion of 
the two modalities on the whole dataset and by its gender subgroups. Figure 15 compares 
the performance of individual modalities with the best fused results at FMR=0.01. 
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Figure 14: DET plots of individual algorithms and fused algorithms using best weights (all and 

by gender) 

 

 
Figure 15: FNMR at FMR = 0.01 (all and by gender) 

 
In this figure, the shorter columns represent better performance. Therefore, at FMR = 0.01, 
there is a significant improvement in FNMR performance when the two modalities are 
fused at the score level. This means that the percentage of truthful claims of identity 
matches that are incorrectly rejected is on average reduced to 2.2 to 4.5% when the two 
modalities are fused. 
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4.3.3 Evaluation of Score Normalisation and Classification Techniques  

In the previous section, fusion using a simple weighted sum method was shown to 
provide a drastic improvement in performance over the individual face and speaker 
recognition systems. To further study the impact of fusion on the individual modality 
performances, four different normalisations and five different score-level fusion 
techniques (using classification approaches) were applied to the Mobio dataset. These 
normalisation and classification-based fusion methods were implemented in Matlab and 
are described in Sections 3.1 and 3.3, respectively.  
 
A total of 20 different normalisation and classification-based fusion methods were 
conducted in this part of the evaluation. For each test, a training set was used to train each 
classification-based fusion method and the resulting trained model (i.e., a model with the 
optimised parameters) is then used to classify a testing set.5 6  It should be noted that in 
order to obtain the best kernel parameters for the SVM models, a five-fold cross-validation 
procedure [31] was applied to each SVM classification algorithm. 
 
Table 2 shows the AUC performance of the testing set when the weighted sum (using the 
best weightings), SVM with linear kernel, SVM with quadratic kernel, RUSBoost [26] and 
AdaBoost [25] were applied to the raw scores and three types of normalised scores as 
labelled in Table 2.  
 

                                                      
5 Since the combined effect of different normalisation and fusion methods is the major focus of this section, the 
performances between the gender subgroups will not be examined here. 
 
6 70% and 30% of the Mobio dataset were randomly partition into a training set and testing set using 
stratification such that both sets have approximately the same genuine and impostor proportions as in the 
original data set.  



UNCLASSIFIED 
DST-Group-TR-3426  

 
 

Table 2 Performance of Test 1 to 20 

Test Normalisation Techniques 
Classification-Based 
Fusion Techniques 

AUC 

1 Raw Scores Weighted Sum 0.9989 
2 Raw Scores SVM (linear kernel) 0.9991 
3 Raw Scores SVM (quadratic kernel) 0.9943 
4 Raw Score Boosting (RUSBoost) 0.9983 
5 Raw Score Boosting (AdaBoost) 0.9988 
6 Z-score Weighted Sum 0.9987 
7 Z-score SVM (linear kernel) 0.9991 

8 Z-score SVM (quadratic kernel) 0.9964 

9 Z-score Boosting (RUSBoost) 0.9982 
10 Z-score Boosting (AdaBoost) 0.9989 
11 Min-Max Weighted Sum 0.9987 
12 Min-Max SVM (linear kernel) 0.9991 
13 Min-Max SVM (quadratic kernel) 0.9946 
14 Min-Max Boosting (RUSBoost) 0.9984 
15 Min-Max Boosting (AdaBoost) 0.9988 
16 DST- developed Canonical Weighted Sum 0.9989 
17 DST- developed Canonical SVM (linear kernel) 0.9986 
18 DST- developed Canonical SVM (quadratic kernel) 0.9966 
19 DST- developed Canonical Boosting (RUSBoost) 0.9982 
20 DST- developed Canonical Boosting (AdaBoost) 0.9987 

*AUCs for face and speaker recognition using raw match scores are 0.9880 and 0.9855 respectively.  
 
As shown in Table 2, all fusion methods achieved a relatively high and similar 
performance on the testing set, with AUCs ranging from 0.9943 to 0.9991. For the raw 
scores and normalised scores using z-score and min-max normalisations, SVM with linear 
kernel was the best performing classifier (AUC = 0.9991) on the testing set. However, the 
differences in these results are considered not significant as all classification models 
achieved a near-optimal AUC.   
 
The DET plots of the individual modalities and the DET plots for the weighted sum (using 
the best weightings), SVM with linear kernel, SVM with quadratic kernel, RUSBoost and 
AdaBoost over the raw and normalised testing set are shown in Figure 16 to Figure 20. 
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Figure 16: DET plots for Weighted Sum Fusion Method 

 

 
Figure 17: DET plots for SVM-based Fusion Method (with Linear Kernel) 
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Figure 18: DET plots for SVM-based Fusion Method (with Quadratic Kernel) 

 

 
Figure 19: DET plots for Fusion using RUSBoost Algorithm 
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Figure 20: DET plots for Fusion using AdaBoost Algorithm 

 
As can be seen from the DET plots of Figure 16 to Figure 20, fusion using all five 
classification methods provides better performance than the corresponding unimodal 
biometric system for both the raw scores and three proposed normalisation methods. For 
the weighted sum and SVM with linear kernel, normalisation using the DST-developed 
canonical transformation seems to perform better than Min-Max and Z-score 
normalisations at low FMRs. However, the performances of the two boosting approaches 
do not seem to be affected significantly by score normalisations (as indicated in Figure 19 
and Figure 20). 
 
For each normalisation and classification technique, the FNMR metric was compared at a 
FMR of 0.001 and 0.01, which are the typical operating thresholds of a biometric system. 
These comparisons are shown in Figure 21 and Figure 22 respectively. 
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Figure 21: FNMR at FMR = 0.001  

 

 
Figure 22: FNMR at FMR = 0.01  
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At FMR = 0.001, each fusion method using raw scores and any of the three normalised 
score types outperforms the best single modality performance (i.e., face). The highest 
performance gain for the canonical transformation was obtained by SVM with quadratic 
kernel, which led to approximately 11.9% reduction of FNMR at a FMR of 0.1% when 
compared to the best single modality performance (i.e., face). This result is considered not 
significant though as all of the classifiers achieved a near-optimal AUC.   
 
For all of the scores normalisation methods, the performance of the SVM with linear kernel 
is comparable with the performance of the AdaBoost algorithm at a FMR of 1.0%. From 
Figure 22, it can be seen that sum rule-based fusion just on the raw scores achieved the 
best performance. The underperformances of sum rule preceded by score normalisations 
are likely due to different parameters being used to normalise the training and testing 
datasets. For example, a slightly different mean 𝜇𝜇 and standard deviation 𝜎𝜎 were applied 
to the training and testing sets in z-score normalisation. So when evaluating the sum rule-
based fusion performance on the testing set, the best weightings obtained from the 
training dataset may not be optimal for the testing data and therefore produce 
performance that is worse than the raw scores.  
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5. Conclusion and Future Work 

This study examines the effect of different normalisation and score level fusion methods 
on the performance of establishing the identity of individuals in non-controlled 
environments. The audio-video dataset (‘Mobio’) used in this study collected both face 
and voice samples of a person using a mobile phone, which mimics a real life scenario 
used for authentication. 
 
Results show that improvements in performance were outstanding when either the raw 
scores or normalised scores of the two modalities were combined using various classifier-
based fusion methods. z-score and min-max normalisation methods followed by a linear 
SVM  based fusion method offer the best fusion performance (AUC = 0.9991). Similar 
performances were obtained using the canonical score (a normalisation method developed 
by the DST Group [1]). The differences in these results were relatively small but are not 
significant because all of the classification models achieved a near-optimal AUC.   
 
For the Mobio dataset, at a FMR of 0.01 (1.0%), the speaker recognition alone achieves a 
FNMR of 0.351 (35.1%), while face recognition alone achieves a FNMR of 0.193 (19.3%). 
When the scores of the two modalities are normalised and fused using various methods, 
the FNMR drops down to 7.49-13.9%. Therefore, these results demonstrate that a 
significant improvement in recognition performance can be achieved using an inter-class 
biometric system that uses poor quality face and voice samples for user authentication.  
 
Based on the evaluations on the Mobio dataset, a number of future research have been 
identified for fusing multiple low quality biometric samples to improve establishing the 
identity of individuals in non-cooperative or non-controlled environments. Some of the 
potential future research areas are discussed in brief below: 

1. The repeatability of current fusion performance would need to be verified using a 
more challenging dataset that has a higher number of subjects and poorer quality 
of voice or face samples than MOBIO. 

2. Fusion of other emergent biometric modalities such as 3D face, body part 
measurements and gait. 

3. The fusion performance of the weighted sum method could be improved by 
refining the granularity of the weightings, particularly as the optimum is 
approached.  

4. The current fusion performance evaluation could be expanded to include other 
pre-classification fusion techniques such as sensor level or feature level fusion. 
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