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ABSTRACT

A general method used to quantify uncertainty in theoretical corrections to unsteady pressure
measurements through tubes is documented in this report. This method is based on a well-
validated theoretical model, which produces a transfer function that may be used for correcting
unsteady pressure measurements through an Nt number of tubes and Nv number of volumes.
The uncertainty estimation methods employed are in accordance with AIAA Standards. A
software tool, implementing a synthesis of the theoretical model and AIAA uncertainty es-
timation methodology, is also developed in this work. Aided by two separate case studies,
it is found that by failing to account for uncertainty in the transfer function that is used to
correct unsteady pressure data, the overall uncertainty in measured unsteady pressure may be
misrepresented, depending on the spectral content of the measurements or tube configuration.
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The Estimation of Uncertainty in Theoretical
Corrections to Unsteady Pressure Measurements

through Tubes

Executive Summary

Measuring unsteady static pressure—that is, static pressure that varies rapidly with time—
through tubes while not optimal, is sometimes necessary in fluid-dynamics testing. It is well
known that unsteady pressure waves are modulated in amplitude and phase when travelling
through tubes and, unless corrections are applied, the measurements will not represent the
true quantities one expects.

A Linear Time-Invariant (LTI) transfer-function model was developed by Bergh & Tijdeman
[1] to correct unsteady pressure amplitude and phase modulations through an Nt number of
tubes and Nv number of volumes. It has previously been demonstrated that transfer-function
corrections based on the theory in [1] agree excellently with experimental data, but are also
sensitive to tube dimensions and mean ambient conditions. This sensitivity has led many
to experimentally obtain transfer-function corrections for unsteady pressure measurements,
rather than rely on theoretical models. While experimental corrections are advantageous in
some situations, they are not always feasible for reasons of cost, time, or tubing configuration.

A general method for estimating uncertainty in the theoretical transfer function is reported
here, which is based on the theory in [1] and is in accordance with AIAA Standards for
uncertainty estimation [2]. Specifically, this methodology may be used to quantify the effect
of uncertainty in the transfer function, due to uncertainties in tube dimensions and mean
ambient conditions, on the overall uncertainty of unsteady pressure measurements. A software
tool using this methodology is also developed and utilised in this work.

Two case studies presented here reveal that transfer-function uncertainty is highly sensitive
to individual uncertainties in tube dimensions and moderately sensitive to mean ambient
conditions. It is also found that by failing to account for uncertainty in the transfer-function
parameters, the overall uncertainty in measured unsteady pressure may be misrepresented,
depending on the spectral content of the measurements or tube configuration. Therefore, if
measurements of unsteady pressure must be conducted through tubes, and theoretical transfer-
function corrections are to be used, it is recommended that the methodology in this report be
employed a priori to testing, so that the transfer-function uncertainty is known—or at least
appreciated.
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1. Introduction

1.1. Context and Scope

Measurement of mean static pressure using pressure transducers, on the surface of a test article
or in an off-body flow, is a standard capability in many fluid dynamics testing facilities. In
general, a pressure tap is connected to the transducer via a single tube, or multiple tubes, with
minimal concern regarding tube length(s), internal diameter(s) (ID) as well as configuration.
This is because mean-pressure measurements are not significantly affected by the presence of
tubing. However, this is not the case for measurements of unsteady pressure. In this context,
“unsteady pressure” refers to the classical decomposition such that

⟨p⟩ = p+ p, (1)

where ⟨p⟩ is the instantaneous pressure, p is the mean pressure component and p is the unsteady
pressure component, or the pressure disturbance.

Unsteady pressure transducers (such as Kulites [3]) are usually installed directly on pressure
taps, so as to avoid the use of tubes. However, with tests involving measurement of unsteady
pressure at many locations, on actuated surfaces, or on test articles with complex geometries,
financial considerations and/or geometric factors may dictate that measurements of unsteady
pressure be done via tubes between the pressure taps and transducers—similar to measure-
ments of mean pressure. Furthermore, many multi-holed unsteady pressure probes have some
length of tube between the pressure taps and the transducers, so as to keep the probe sensing
head as small as possible to spatially resolve the smaller scales in turbulent flows.

It is well known that a pressure disturbance propagating through tubes is subject to amp-
litude and phase modulation, due to boundary-layer induced viscous dissipation and the finite
propagation velocity of the disturbance. For example, consider a three-tube, single-volume
configuration, illustrated in Fig. 1. Such a configuration is commonly utilised for mean
surface-pressure measurements. The pressure tap nearest to the flow (stations ‘0–1’), the
tube attached to the transducer (stations ‘2–3’), as well as the tube between them (stations
‘1–2’), have unique radii Rj and lengths Lj . Now, when a pressure disturbance p occurs near
station ‘0’, it propagates through the tubes in the positive x direction, and ultimately enters

Figure 1: Illustration of an example three-tube, single-volume configuration for measuring a
pressure disturbance.
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the pressure transducer volume Vv3 (station ‘3’). The propagation velocity of p through the
tubes and different boundary conditions at each station causes the amplitude and phase of p
at station ‘3’ to distort relative to station ‘0’. Thus correction of measured p at station ‘3’, to
recover actual p at station ‘0’, is required.

A theoretical Linear Time-Invariant (LTI) model was developed by Bergh & Tijdeman [1] to
correct measured pressure disturbances through tubes, so as to recover the actual disturbances.
The model is a generalised recursive-type equation used to determine the complex pressure
ratio pj/pj−1 for a series of Nt tubes and Nv volumes. The pressure disturbance pj in tube or
volume j and the disturbances in tubes or volumes j − 1 and j + 1 [1, Eq. (1)] are related as

pj
pj−1

=


cosh(φjLj) +

Vvj

Vtj


σj +

1

kj


njφjLj sinh(φjLj)+

Vtj+1φj+1LjJ0αjJ2αj+1

VtjφjLj+1J0αj+1J2αj

sinh(φjLj)

sinh(φj+1Lj+1)


cosh(φj+1Lj+1)−

pj+1

pj

−1

. (2)

Eq. (2) is the transfer function, which is a complex function, between the disturbances at two
points separated by tubes and/or volumes. The derivation of Eq. (2) assumes that pressure
disturbances are small compared to their mean value, thus permitting linearisation of the
governing equations; see [1] for the complete derivation and list of model assumptions.

Decomposition of Eq. (2) into real ℜ{pj/pj−1} and imaginary ℑ{pj/pj−1} components allows
for calculation of disturbance amplitude and phase modulation, as a function of disturbance
input frequency ν. Letting pj/pj−1 be defined as H(ν)j , it is not difficult to see for the three-
tube single-volume example in Fig. 1 that the amplitude and phase responses are respectively
given as

p3p0 (ν)
 = (ℜ{H(ν)1 ·H(ν)2 ·H(ν)3})2 + (ℑ{H(ν)1 ·H(ν)2 ·H(ν)3})2

 1
2
, (3)

arg


p3
p0

(ν)


= tan−1


ℑ{H(ν)1 ·H(ν)2 ·H(ν)3}
ℜ{H(ν)1 ·H(ν)2 ·H(ν)3}


. (4)

That is, for each tube and/or volume in the system, there must be one transfer function
that describes the amplitude and phase modulation of the disturbance propagating through
that tube and/or volume. The overall transfer function between the pressure-disturbance
source and measurement locations is then the product of each individual transfer function. In
principle, by applying an Inverse Fourier Transform (IFT) to the overall transfer function, the
Impulse Response Function (IRF) is obtained, and convolution of the IRF with the time series
of measured disturbances recovers the time series of the actual disturbances. Alternatively,
the overall transfer function may be multiplied with the Discrete Fourier Transform (DFT) of
the measured time series data and subsequently transformed into temporal space via an IFT
to recover the corrected time series.

2
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1.2. Literature Survey

The theory in [1] has previously been applied for corrections to pressure disturbances through
tubes and has been widely validated by others [4, 5, 6, 7]. Measurements have also been done
at Defence Science and Technology (DST) using a Turbulent Flow Instrumentation® Dy-
namic Pressure Measurement System (DPMS), which incorporates the theory of [1] to correct
measured disturbances through tubes. The DPMS was used to measure mean- and unsteady-
pressure distributions on a vertical stabiliser experiencing vortex buffeting [8, 9]. The DPMS
has also been used to measure unsteady pressure on a hemispherical protuberance [10, 11],
see also the case study in Section 5 of this report. Similar unsteady pressure measurements
on a hemisphere were done by Cheng & Fu [12], but using a Scanivalve® ZOC pressure
measurement system; details of corrections to measurements were not reported. Others have
disregarded any corrections to measured pressure fluctuations through tubes, and pneumatic-
ally tuned the tube configuration to have a flat amplitude response up to a certain frequency
[13], but this resulted in a significantly reduced frequency response of the system (i.e. ≤ 300
Hz).

It has been shown both theoretically and experimentally by Bergh & Tijdeman [1] that the
transfer function is most sensitive to Lj , Rj , mean ambient pressure ps and mean ambient
temperature Ts. While the transfer function is also dependent on dynamic viscosity µ, specific
heat capacities cv and cp, thermal conductivity λ, and transducer volume changes σ—and
derived results from these variables—their influences on the transfer function were found to
be negligible [1]. Nevertheless, the sensitivity of the transfer function to Lj , Rj , ps and Ts, as
well as a lack of a standardised methodology to quantify uncertainty in the transfer function,
has led many to alternatively obtain the transfer function through acoustic calibration. This
approach may be advantageous in certain circumstances (e.g. see [14]). However: 1) it may
be time consuming and costly to experimentally determine individual transfer functions for a
large-channel configuration, 2) the calibration may introduce additional uncertainties while 3)
still lacking information regarding uncertainties in ps and Ts. Thus, the theoretical transfer
function may be used instead to rapidly and accurately correct unsteady pressure data.

1.3. Objectives

The uncertainty in the theoretical transfer function, due to uncertainties in its independent
variables, has not been previously quantified using a formal approach1. Therefore, a general
methodology is presented that can be used to formally quantify the propagation of uncertainties
in any variable, into the theoretical transfer function for an Nt-tube, Nv-volume configuration.
Specifically however, the methodology in this report is restricted to propagating uncertainties
in the variables Lj , Rj , ps and Ts into the theoretical transfer function, so as to ultimately
estimate the uncertainty in unsteady-pressure measurements through tubes. Herein, the term
“transfer function” refers exclusively to the theoretical transfer function, unless stated other-
wise.

1That is, the methodology is in accordance with a known standard and is not “abstract” in its approach.
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2. Uncertainty Definitions

A standardised and exhaustive method for estimating uncertainty in wind-tunnel measure-
ments is given by AIAA Standard S-071A-1999 [2]. Here, the uncertainty analysis is in
accordance with the methodology recommended in [2] but for reference, key equations and
concepts are summarised in the context of this study (see [2, Chap. 2] for more details). It
should be noted that many other standards for uncertainty assessment exist, and each one
could be used in place of [2] to similar effect.

2.1. Estimating Uncertainty in a Measured Variable

The total uncertainty ±Ui about a measured variable yi is given by [2, Eq. (2-3)]

Ui =

B2

i + P 2
i

1/2
, (5)

where Bi and Pi are the bias and precision uncertainties of yi, respectively. The precision
uncertainty Pi is determined for measurements of yi as per [2, Eq. (2-4)], i.e.

Pi = KSi, (6)

where K is the coverage factor, equal to 2 for a 95% confidence level2, and Si is the sample
standard deviation of Ni measurements of yi [2, Eq. (2-5)]

Si =


Ni

m=1

[(yi)m − yi]
2

Ni − 1

1/2

, (7)

where the sample mean of yi is given by [2, Eq. (2-6)]

yi =
1

Ni

Ni
m=1

(yi)m . (8)

Eq. (6) is only used to determine Pi when the time intervals between measurements of yi are
insignificant compared to slowly varying changes in yi over time—for example, Ni pressure
samples taken at a sampling rate much higher than the rate of temperature drift in the pressure
transducer. If averaged results of yi from Ni test replicates are used to determine Pi, then the
following equation should be used instead [2, Eq. (2-7)],

2It is recommended in [2] that unless there are extraneous circumstances dictating otherwise, a coverage
factor of K = 2 should be used for reporting uncertainties.
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Pyi =
Pi√
Ni

. (9)

The bias uncertainty Bi may be taken from existing calibration or manufacturer’s uncertainty
data. For example, given a pressure transducer with a stated calibration uncertainty of ±7.5
Pa at 95% confidence, it is useful to assume that the calibration measurements conform to a
normal statistical distribution with standard deviation bi so that [2]

Bi = 2bi, (10)

which is analogous to Eq. (6) with K = 2. Using this assumption with the pressure transducer
example, bi = Bi/2 and thus Bi = ±7.5 Pa is used for propagating the calibration uncertainty
into estimations of Ui.

If there are multiple contributions of bias uncertainty to the measurement of a single variable,
then multiple bias uncertainties are combined as a root-sum-square (RSS) contribution to the
total bias uncertainty for that variable. For example, consider a point measurement of total
pressure pX , in a non-uniform flow that has previously been calibrated to reveal variability
of ±20 Pa in the plane of measurement. The bias uncertainty B1 of the pressure transducer
and the bias uncertainty B2 in acquiring a point pressure measurement in a non-uniform flow
contribute to the total bias uncertainty BpX in the measurement of pX as

BpX =

B2

1 +B2
2

1/2
. (11)

Bi and Pi must be calculated for every measured variable yi that significantly influences derived
experimental results, as discussed in the next section.

2.2. Estimating Uncertainty in an Experimental Result

Total uncertainty ±Ur about an experimental result r occurs through some reduction equation
comprised of M measured variables so that r = f (y1, y2, y3, . . . , yM ). A common example is
the mean pressure coefficient

Cp =
p− p∞
q∞

, (12)

where p is the local mean static pressure measured by a pressure transducer, p∞ is the free-
stream static pressure measured by a possibly different transducer to p, and q∞ is the free-
stream dynamic pressure measured by a possibly different transducer to p and p∞. It can
then be seen in Eq. (12) that uncertainty in each measured variable propagates through to an
uncertainty in Cp.

Similarly to Eq. (5), Ur is defined as per [2, Eq. (2-9)], i.e.
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Ur =

B2

r + P 2
r

1/2
, (13)

where Br and Pr are the bias and precision uncertainties of the result r. If only one test
replicate has been performed, Pr is estimated from M measured variables as per [2, Eq. (2-
13)],

P 2
r =

M
i=1


∂r

∂yi
Pi

2

. (14)

The partial derivatives are known as the sensitivity coefficients, and they quantify the sens-
itivity of the reduction equation to uncertainty in each measured variable. Br is determined
from M bias uncertainties of measured variables as [2, Eq. (2-16)]

B2
r =


M
i=1


∂r

∂yi
Bi

2

+ 2

∂r

∂ya

∂r

∂yb
Ba

′Bb
′, (15)

where perfectly correlated uncertainties Ba
′ and Bb

′ in variables ya and yb, measured using
instruments calibrated to the same working standard, are limited to the uncertainty of that
working standard. Using the example in Eq. (12), if two absolute pressure transducers are
used to give nominal measures of p = 95, 000 Pa and p∞ = 97, 000 Pa, and they are both
calibrated against the same working standard that has an uncertainty of ± (3 + [0.00004pabs])
Pa where pabs is the absolute pressure measurement, then

Bp
′ = 3 + (0.00004× 95000) = ±6.8 Pa; and

Bp∞
′ = 3 + (0.00004× 97000) = ±6.9 Pa

If all measured variables are statistically uncorrelated, the corollary is that the correlated bias
terms in Eq. (15) are equal to zero. It should also be noted that correlated bias uncertainties,
depending on the sign of the sensitivity coefficients, can actually reduce the bias uncertainty
of an experimental result.

6
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3. Generalised Methodology

3.1. Overview

The principles in Section 2 are applied to estimations of uncertainty in the transfer function
(Eq. 2) due to uncertainties in tube dimensions and ambient conditions, according to the
following generalised method:

1. Determine the tube configuration (Nt tubes, Nv volumes) used in unsteady pressure
measurements;

2. Derive the transfer function H(ν) using Eq. (2) for the tube configuration. The transfer
function H(ν), in this case, is the reduction equation used to obtain the result r;

3. Determine nominal values for each variable in H(ν);

4. Determine Bi and Pi for each variable: tube lengths Lj , tube radii Rj , mean pressure
ps and temperature Ts (Section 2.1);

5. Determine Br and Pr of H(ν), accounting for any correlated bias uncertainties if neces-
sary (Section 2.2);

6. Determine Ur of H(ν) and report uncertainty bounds on nominal amplitude and phase
responses, as well as the corrected time-series data.

This method is explained in the following section for the three-tube, single-volume example in
Fig. 1. A software tool was also developed so that the nominal amplitude and phase responses,
as well as their uncertainties, could be determined using this generalised approach. Further
details on this software tool are documented in Appendix A.

3.2. Example Uncertainty Analysis

3.2.1. Step 1: Determine the tube configuration used in unsteady pressure measure-
ments

The tube configuration consists of three tubes of differing but known lengths and radii, followed
by a pressure transducer volume. While Eq. (2) assumes perfectly straight tubes of infinite
rigidity, moderate curvature in the tubing, as well as tube material, seem to insignificantly
affect the transfer-function fidelity [1, 5, 8]. However, “kinks”—that is, extreme tube curvature
to the point of deformation and blockage—should be avoided because of adverse effects on
transfer-function fidelity. It is also assumed for this example that air is the working fluid.

3.2.2. Step 2: Derive the transfer function for the specific tube configuration

The pressure disturbance acts at station ‘0’ and propagates through to station ‘3’. Thus the
overall transfer function to be determined is p3/p0 and is obtained as
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p3
p0

= H(ν) =
p1
p0

· p2
p1

· p3
p2

. (16)

Inspection of Eq. (2) reveals that it may be more convenient to start the derivation at the
transducer volume location (station ‘3’), since j + 1 terms are present and will be identically
zero since there are no further tubes or volumes beyond the transducer volume. Then, it
follows that

p3
p2

=


cosh(φ3L3) +

Vv3

Vt3 ✟
✟✟✟

✟✟✯1
σ3 +

1

k3


n3φ3L3 sinh(φ3L3)

−1

. (17)

The term

σ +

1

k


is assumed to be unity throughout this derivation, as well as in the DST

software tool (Appendix A). This is because it was shown in experiments by Bergh & Tijdeman
[1] that σ is a small number, thus σ ≈ 0; also, the polytropic constant k of air generally varies
in the range 1 ≤ k ≤ 1.4. Subsequently,

p2
p1

=


cosh(φ2L2) +

✓
✓
✓✓✼
0

Vv2

Vt2

n2φ2L2 sinh(φ2L2)+

Vt3φ3L2J0α2J2α3

Vt2φ2L3J0α3J2α2

sinh(φ2L2)

sinh(φ3L3)


cosh(φ3L3)−

p3
p2

−1

, (18)

where Vv2 = 0 because there is a discontinuity in tube radius at station ‘2’, rather than a
volume. Finally,

p1
p0

=


cosh(φ1L1) +

✓
✓
✓✓✼
0

Vv1

Vt1

n1φ1L1 sinh(φ1L1)+

Vt2φ2L1J0α1J2α2

Vt1φ1L2J0α2J2α1

sinh(φ1L1)

sinh(φ2L2)


cosh(φ2L2)−

p2
p1

−1

. (19)

3.2.3. Step 3: Determine nominal values for each variable in H(ν)

Once H(ν) has been derived in Section 3.2.2, the nominal value for each variable is required.
For variables ps and Ts, these could be values at the test conditions of interest to the uncertainty

8
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Table 1: Constants for Eqs. (20), (22) and (23).

Constant Eq. (20) [15] Eq. (22) [16] Eq. (23) [16]

w1 1.009950160× 104 33.9729025 3.12013125
w2 1.968275610× 102 −1.64702679× 102 −23.0762400
w3 5.009155110 2.62108546× 102 1.65049430
w4 5.761013730× 10−3 −21.5346955 −0.191148175
w5 1.066859930× 10−5 −4.43455815× 102 –
w6 7.940297970× 10−9 6.07339582× 102 –
w7 2.185231910× 10−12 −3.68790121× 102 –
w8 – 1.11296674× 102 –
w9 – −13.4122465 –

analysis. Variables Lj and Rj may be measured before testing3, Vtj = πRj
2Lj , and Vvj of the

pressure transducer may usually be determined from manufacturer’s specifications.

The specific heat capacity of air at constant pressure cp may be calculated as a function of Ts

(for 200 ≤ Ts ≤ 1000 K) as per [15], i.e.

cp = R0


w1

T 2
s


+


w2

Ts


+ (w3) + (w4Ts) +


w5T

2
s


+

w6T

3
s


+

w7T

4
s


, (20)

where the constants w1,2,...,7 are defined in Table 1 and the gas constant for dry air R0 = 287.04
J/kg·K. The mean density of air ρs may be determined using the ideal gas law,

ρs =
ps

R0Ts
. (21)

The thermal conductivity of air λ may be calculated as a function of Ts and ρs, using kinetic
theory [16], i.e.

λTs = 0.004358


w1


Ts

132.52

−1


+


w2


Ts

132.52

− 2
3


+


w3


Ts

132.52

− 1
3


+

(w4) +


w5


Ts

132.52

 1
3


+


w6


Ts

132.52

 2
3


+


w7


Ts

132.52


+

w8


Ts

132.52

 4
3


+


w9


Ts

132.52

 5
3


, (22)

3In [1], various methods are given by which to calculate an “effective” value of R for each tube, instead
of using nominal dimensions from manufacturer’s data; these methods are rigorous, and are not documented
here.
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λρs = 0.004358


w1

ρs
313


+


w2


ρs
313

2


+


w3


ρs
313

3


+


w4


ρs
313

4


, (23)

λ = λTs + λρs , (24)

where the constants in Eqs. (22) and (23) are different than in Eq. (20) and are included in
Table 1. The dynamic viscosity µ may be calculated as a function of Ts using Sutherland’s
formula [17],

µ =
1.458× 10−6 × (Ts)

1.5

Ts + 110.4
. (25)

Once Eqs. (20), (21), (24) and (25) have been used to compute cp, ρs, λ and µ respectively, it
follows that the mean velocity of sound a0 and the Prandtl number Pr may be determined as

a0 =


γps
ρs

, (26)

where γ = 1.4 for air, and

Pr =
µcp
λ

. (27)

Up to this point, all the calculated parameters are independent of disturbance input frequency
ν. Now, quantities dependant on ν are calculated. The shear wave number of the jth tube αj

is calculated as

αj = i
√
iRj


ρsν

µ
. (28)

Then, the parameter φj is determined as

φj =
ν

a0


J0αj

J2αj


γ

nj
, (29)

where

10
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nj =


1 +

γ − 1

γ

J2αj

√
Pr

J0αj

√
Pr

−1

, (30)

and J0, J2 are Bessel functions of the first kind of zeroth and second order, respectively.

Once all nominal variable values are calculated, H(ν) may be computed as a function of ν,
with amplitude and phase determined according to Eqs. (3) and (4) respectively.

3.2.4. Step 4: Determine Bi and Pi for Lj, Rj, ps and Ts

The bias and precision uncertainties in each variable are determined using the standardised
methodology in Section 2.1. This is generally straightforward for ps and Ts, where calibra-
tion data and time-series of measurements are usually available. However, this may not be
straightforward for uncertainties in variables Lj and Rj .

In this example, there are three different tubes between the locations of the pressure disturb-
ance and the transducer. In principle, there should be one bias (BLi , BRi , i = 1, . . . , 3) and
one precision (PLi , PRi , i = 1, . . . , 3) uncertainty associated with each individual tube for
each variable (L and R). However, bias and/or precision uncertainty estimations for each
tube may not be readily available—in which case they might be estimated through metrology,
engineering judgement on the basis of prior knowledge, or simply neglected4. For the purposes
of this example, the dimensional tolerances of L1, L3 and R1, R3, i.e. the bias uncertainties
BL1 , BL3 and BR3 , BR3 , are known from manufacturer’s data, but their precision uncertainties
are unknown.

Often, a flexible tube connects the pressure tap to the transducer. This tube is cut to a pre-
specified length, depending on experimental set-up requirements. In this case bias uncertainty
BL2 , which is usually derived from manufacturing tolerances, may be more appropriately
derived from calibration data of the length-measurement device, such as a calliper or steel
rule. Precision uncertainty PL2 could then be determined from the standard deviation of Ni

tube length measurements (Eq. 6), or estimated using engineering judgement.

Bias uncertainty BR2 in tube radius could come from manufacturing tolerances, or engineering
judgement. However, estimation of precision uncertainty PR2 is difficult, as it is essential to
have Ni measurements of tube internal diameter. The sensitivity of the transfer function to Rj

necessitates development of a robust method by which to accurately measure Rj—especially
for small, flexible tubes; but it is presently outside the scope of this report to develop this
methodology.

3.2.5. Step 5: Determine Br and Pr of H(ν)

The bias and precision uncertainties in H(ν) are now estimated using the standardised meth-
odology outlined in Section 2.2. The bias uncertainty BH(ν) is estimated as

4It is demonstrated in Section 4 that neglecting uncertainties in tube dimensions has considerable effect on
transfer-function uncertainty and should be avoided if possible.
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BH(ν)
2 =


3

i=1


∂H(ν)

∂Li
BLi

2

+
3

i=1


∂H(ν)

∂Ri
BRi

2

+


∂H(ν)

∂ps
Bps

2

+


∂H(ν)

∂Ts
BTs

2

+ correlated terms, (31)

where on the basis of complicatedness, the correlated bias terms are neglected for this example.
Similarly, precision uncertainty PH(ν) is estimated as

PH(ν)
2 =


3

i=1


∂H(ν)

∂Li
PLi

2

+
3

i=1


∂H(ν)

∂Ri
PRi

2

+


∂H(ν)

∂ps
Pps

2

+


∂H(ν)

∂Ts
PTs

2

.

(32)

The transfer function sensitivity coefficients in Eqs. (31) and (32) are highly complicated and
may be derived exactly using a symbolic mathematics engine, or determined numerically using
a finite differencing (or equivalent) algorithm.

3.2.6. Step 6: Determine Ur of H(ν)

The bias BH(ν) and precision PH(ν) uncertainties calculated in Section (3.2.5) are functions
of ν, thus the total uncertainty in the transfer function UH(ν) is readily calculated, for each
value of ν, as

UH(ν) =

BH(ν)

2 + PH(ν)
2
1/2

. (33)

It should be noted that for a complex number z = x+ iy,

z2 = x2 − y2 + 2ixy

and √
z =


|z|ei

arg(z)
2 .

The relationship between total uncertainty in the transfer function, and resultant uncertainty
in the corrected unsteady pressure data, is discussed in the following two case studies, whereby
practical application of this methodology is employed for:

1. A simulated unsteady pressure signal, and

2. Real unsteady pressure signals from DST wind-tunnel tests.
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4. Case Study I: Simulated Fluctuating Signal

4.1. Overview

In order to demonstrate the generalised method outlined in Section 3, a software-simulated
unsteady signal with known properties is generated as an input to the three-tube, single
volume system described in Fig. 1. In this case study, the output (or measured) signal is being
predicted using the transfer function, rather than the output signal being corrected to recover
the input signal, but the methodology of estimating transfer-function uncertainty is invariant
between both scenarios.

To clearly delineate the effects of uncertainties in transfer function parameters, as well as
preserve the assumption of system linearity [1], the simulated signal is chosen to be both
noiseless (i.e. uncorrupted), and small-amplitude relative to a mean value. Therefore, a linear
superposition of sinusoids with cascading amplitudes and monotonically increasing frequencies
is arbitrarily chosen to represent the input unsteady signal

y(t) =


5

100
sin (2πν1t)


+


25

1000
sin (2πν2t)


+


1

100
sin (2πν3t)


+


5

1000
sin (2πν4t)


,

(34)

where ν1...4 corresponds to 50, 250, 450 and 650 Hz respectively and t is time. Eq. (34) is
quantised at a sampling frequency νs = 2, 500 Hz for a total period T = 60 seconds, similarly
to the second case study in Section 5. The input signal is displayed in the time and frequency
domains in Fig. 2, where νc = νs/2 the Nyquist (or cut-off) frequency and A(ν) =


S(ν) the

linear amplitude spectrum, which is the square-root of the power spectrum S(ν).

4.2. Methodology Application and Results

Step 1 (Section 3.2.1) requires specification of the tube configuration. The second case study
documented in Section 5 involves unsteady pressure measurements on a hemisphere in a wind
tunnel and so for direct comparison, the same tubing configuration in that study is used in
this case study (see Fig. 11).

Step 2 (Section 3.2.2) requires derivation of the overall transfer function for the specified tube
configuration. This is done using the DST software tool (Appendix A) for Standard Sea Level
(SSL) conditions (ps = 101, 325 Pa and Ts = 288.15 K), with the result shown in Fig. 3. It
can be seen that |H(ν)| ≈ 0.5 at νc. For a noiseless input signal such as the one in this case
study, there is no risk of amplifying spurious noise at higher frequencies and so the transfer
function may be used to correct the data up to and including the cut-off frequency. However,
spurious noise amplification via the transfer function remains a risk for real measurements,
and so careful consideration as to the limit of transfer-function applicability is required. It has
been suggested that the transfer function corrections should only be applied up to the lesser
of either the cut-off frequency, or the frequency at which the amplitude ratio is 0.4 [18]. It is
also important to note the peak |H(ν)| ≈ 1.6 at about 130 Hz in Fig. 3, which means that
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Figure 2: Simulated input signal in Eq. (34) represented in (i) time (enlarged window) and (ii)
frequency domains, for case-study I.
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Figure 3: DST software-based transfer function estimate to νc = 1, 250 Hz for case-study I.
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Figure 4: (—) Output signal resulting from convolution of the (—) simulated input signal
and derived transfer function, represented in (i) time (enlarged window) and (ii)
frequency domains, for case-study I.

the tube configuration significantly amplifies the pressure disturbance at that frequency. The
magnitude of these amplifications should be identified prior to testing, since it is possible to
over-range the pressure transducer at the frequencies of these peaks.

In order to acquire the output signal, DFT convolution of y(t) (consisting of 150,000 discrete
samples) with a 2,048-point discretisation of H(ν) is carried out in the frequency domain using
the overlap-save method [19]. The output signal in the time and frequency domains is shown
in Fig. 4.

Step 3 (Section 3.2.3) requires that all nominal values of each parameter are known. The
DST software tool uses Eqs. (20) to (30) to determine nominal values, in the domain of ν,
from knowledge of ps and Ts. For brevity, these nominal values are not documented but here
they are computed for SSL conditions and 0 < ν ≤ νc. The nominal values for each tube and
volume dimension are identical to those in the second case study.

Step 4 (Section 3.2.4) involves the estimation of uncertainties in L1, R1 to L3, R3, ps and Ts.
For consistency, the values estimated in the second case study, which are outlined in Table 6,
are used in this case study.

Step 5 (Section 3.2.5) involves computing the sensitivity coefficients and hence determining
BH(ν) and PH(ν) in the transfer function. The DST software tool does this internally using
symbolic partial differentiation of the derived transfer function with respect to Lj , Rj , ps and
Ts (Appendix A). Given three tubes in this system, there are eight sensitivity coefficients to
be determined and BH(ν) and PH(ν) are given by Eqs. (31) and (32) respectively as a function
of ν. Note that correlated bias terms are neglected, as in Section 3.2.5.

UNCLASSIFIED
15



DST-Group–TR–3579

UNCLASSIFIED

Step 6 (Section 3.2.6) involves calculating UH(ν) in the transfer function using Eq. (13). The
DST software tool calculates UH(ν) as a function of ν, and plots

H(ν)± UH(ν)

 for amplitude
response and arg


H(ν)± UH(ν)


for phase response. The amplitude- and phase-response

uncertainties of the derived transfer function are shown graphically in Fig. 5 and documented
for specific values of ν in Table 2. Herein, the upper confidence bounds in amplitude and
phase uncertainty are defined as

H(ν) + UH(ν)

 and arg

H(ν) + UH(ν)


respectively, while

the lower bounds are likewise defined as
H(ν)− UH(ν)

 and arg

H(ν)− UH(ν)


respectively.

This definition is necessary because it will be seen that upper and lower confidence bounds
can cross-over multiple times in the domain of ν.

4.3. Discussion

4.3.1. Transfer Function Uncertainty Trends with Frequency

There are some key observations regarding amplitude- and phase-response uncertainties that
warrant discussion. Firstly, it is important to note that when ν = 0, the transfer function
is undefined. This limit corresponds to the effect of tubes on the mean pressure component
which, as initially discussed in Section 1, is insignificant. However, to avoid singularities in
the numerics this limit is handled by forcing the amplitude response to be unity and phase
response to be zero when ν = 0, which is physically tantamount to the mean-pressure condition.
Likewise, the transfer-function uncertainty at ν = 0 is a numerical singularity, but on the basis
of physical considerations, the uncertainty in amplitude and phase response are each forced to
zero when ν = 0.

It can be seen that the transfer-function uncertainty bounds in Fig. 5 represent modulated
versions of the nominal transfer function; i.e., uncertainties in Lj , Rj , ps and Ts cause the
transfer function to change shape with ν. The upper and lower amplitude and phase con-
fidence bounds also cross-over multiple times as ν increases; at these cross-over frequencies,
transfer-function uncertainty is a local minimum but not identically zero, since the confidence-
bound values at cross-over are close but not necessarily equal to the nominal transfer function
values. To further understand the amplitude- and phase-uncertainty trends in Fig. 5, all eight
sensitivity coefficients are decomposed into their respective amplitude and phase components,
and plotted as a function of ν in Fig. 6; by doing so, this elucidates the relative influences of
Lj , Rj , ps and Ts on the transfer function5. The data plotted in Fig. 6 may be considered to
be the response characteristic of the tube configuration.

Immediately noticeable in Fig. 6 is the large sensitivity of amplitude response to tube radii,
given by the relatively large values of ∂H(ν)/∂Rj . This result agrees with findings in [1] and
confirms the postulations of others (e.g. [14]). However, it is interesting to note the relatively
small influence of ps on the amplitude response, which suggests that large uncertainty in ps
must exist before there is any appreciable effect on the transfer function. Bergh & Tijdeman
[1] suggested that changes in ps had a considerable effect on the transfer function—albeit less
than tube radii—but they made this statement based on large variations in ps, on the order
of ±50 kPa, which are much larger than typical measurement uncertainty. Uncertainty in Ts

appears to have a more pronounced effect on the transfer function than ps, but is still nearly
5Here, the actual values of the sensitivity coefficients are somewhat meaningless compared to their values

relative to each other.
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Figure 5: (– –) Total uncertainty at 95% confidence in (—) amplitude and phase responses,
due to uncertainties in Lj, Rj, ps and Ts, as a function of ν for case-study I.

Table 2: Total uncertainty bounds at 95% confidence in amplitude and phase responses, due to
uncertainties in Lj, Rj, ps and Ts, at discrete values of ν for case-study I.

ν (Hz) |H(ν)|
H(ν) +UH(ν)

H(ν)−UH(ν)

 arg (H(ν)) (deg.)
arg (H(ν) +UH(ν))

arg (H(ν)−UH(ν))
(deg.)

250 0.896 0.902
0.895 −167.24

−162.51
−172

500 1.070 1.067
1.077 −310.19

−313.36
−307.06

1000 0.740 0.729
0.752 −618.44

−619.84
−617.08
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Figure 6: Sensitivity coefficients for case-study I amplitude and phase responses. Note the
logarithmic ordinate scale for the amplitude-response sensitivities.

three orders of magnitude less influential than uncertainties in Lj . Though not the subject
of this present investigation, this result suggests that temperature drift during wind-tunnel
testing is likely to have negligible effect on transfer-function fidelity.

The response characteristic in Fig. 6 also reveals that local maxima occur in each sensit-
ivity coefficient. It is presently unclear as to why these maxima occur, but it is probable
that their occurrence—as well as location in the frequency spectrum—is highly dependent
upon tube configuration. Nevertheless, the influence of uncertainties in Lj , Rj , ps and Ts

on amplitude response decreases as ν increases, which accounts for the decrease in amplitude
uncertainty with ν in Fig. 5. The rate at which the sensitivity decreases is also likely a con-
sequence of the tube configuration. It should be noted that even at large ν (not displayed), the
amplitude-response sensitivity to all variables continued to decrease towards zero. Physically,
this phenomenon could be explained as follows: the presence of tubes significantly attenuates
the higher-frequency content of the unsteady pressure signal, as predicted by the transfer func-
tion in Fig. 3 (i.e. where |H(ν)| < 1); this is mostly because of viscous dissipation due to the
internal boundary layer in the tubes. Since significant attenuation of the smaller fluctuating
scales is already occurring, there is less sensitivity of this attenuation to any global changes in
variables Lj , Rj , ps and Ts at the higher frequencies.

The absolute value of the phase components of the sensitivity coefficients are also plotted
in Fig. 6. It is evident that the phase sensitivity is dependent on the frequency content of
the unsteady pressure measurements, similar to the amplitude response. However, the phase
response is more sensitive to the relative magnitudes in uncertainties between Lj , Rj , ps and
Ts, as compared to the amplitude response. For instance, the phase response is more sensitive
to uncertainty in R3 than R2 for ν ≤ νc, and uncertainty in R2 affects phase response more
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than R1 only for ν . 1, 000 Hz. Another remarkable observation in Fig. 6 is the mutually
opposing effects of phase-response sensitivity to tube length and radius (with the exception
of R1 for ν & 600 Hz), and mean pressure and temperature. At frequencies below 50 Hz for
this response characteristic, the phase response is most sensitive to uncertainties in Rj and ps;
however, as ν increases, uncertainties in Lj and Ts exert more influence on phase response.
At ν ≈ 205 Hz, there is a local maximum in the sum of the phase sensitivity coefficients,
which interestingly corresponds to a small discontinuity, which is barely visible in Fig. 5, in
amplitude and phase uncertainty at ν ≈ 205 Hz. This discontinuity is related to the location of
the complex argument of UH(ν) on real-imaginary axes; since the real part ℜ{UH(ν)} ≥ 0 ∀ ν,
any increase in arg


UH(ν)


above π/2 rad (90°) results in a quadrant (i.e. sign) change from

the first to fourth quadrant, and vice versa. This sign change is therefore not related to
any specific physical phenomenon, and is ostensibly inconsequential to amplitude- and phase-
response uncertainty estimations.

In summary, the response characteristic is unique to the tube configuration, and may be
used to display the relative influences of variables Lj , Rj , ps and Ts on the amplitude- and
phase response with varying ν. This is important to the uncertainty analysis; if the unsteady-
pressure frequencies of interest are known a priori to testing, then the response characteristic
gives insights into the most influential variables at those frequencies.

4.3.2. Transfer Function Uncertainty Trends with Varying Input Uncertainties

Now, uncertainties in Lj , Rj , ps and Ts are varied and the effects of this variation on the
uncertainty bounds in the amplitude and phase responses are examined. Recall the definitions:

BH(ν)
2 =


3

i=1


∂H(ν)

∂Li
BLi

2

+
3

i=1


∂H(ν)

∂Ri
BRi

2

+


∂H(ν)

∂ps
Bps

2

+


∂H(ν)
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BTs

2

,

PH(ν)
2 =


3
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
∂H(ν)

∂Li
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2

+

3
i=1


∂H(ν)

∂Ri
PRi

2

+


∂H(ν)

∂ps
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2

+


∂H(ν)
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2

,

with

UH(ν) =

BH(ν)

2 + PH(ν)
2
1/2

,

where amplitude- and phase-response uncertainty is given by
H(ν)± UH(ν)

 and arg

H(ν)± UH(ν)


respectively. Consider the situations where:

1. Uncertainties in tube dimensions are unknown and only ps and Ts uncertainty compon-
ents are known, shown in Fig. 7 and Table 3;

2. Uncertainties in each variable are doubled, shown in Fig. 8 and Table 4.

UNCLASSIFIED
19



DST-Group–TR–3579

UNCLASSIFIED

0

0.5

1

1.5

0 200 400 600 800 1000 1200

-1000

-800

-600

-400

-200

0

Figure 7: (– –) Total uncertainty at 95% confidence in (—) amplitude and phase responses,
due to uncertainties in ps and Ts only, as a function of ν for case-study I.

Table 3: Total uncertainty bounds at 95% confidence in amplitude and phase responses, due to
uncertainties in ps and Ts only, at discrete values of ν for case-study I.

ν (Hz) |H(ν)|
H(ν) +UH(ν)

H(ν)−UH(ν)

 arg (H(ν)) (deg.)
arg (H(ν) +UH(ν))

arg (H(ν)−UH(ν))
(deg.)

250 0.896 0.895
0.896 −167.24

−167.24
−167.23

500 1.070 1.071
1.069 −310.19

−310.21
−310.18

1000 0.740 0.741
0.740 −618.44

−618.46
−618.41
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Figure 8: (– –) Total uncertainty at 95% confidence in (—) amplitude and phase responses,
due to doubled uncertainties in Lj, Rj, ps and Ts, as a function of ν for case-study
I.

Table 4: Total uncertainty bounds at 95% confidence in amplitude and phase responses, due to
doubled uncertainties in Lj, Rj, ps and Ts, at discrete values of ν for case-study I.

ν (Hz) |H(ν)|
H(ν) +UH(ν)

H(ν)−UH(ν)

 arg (H(ν)) (deg.)
arg (H(ν) +UH(ν))

arg (H(ν)−UH(ν))
(deg.)

250 0.896 0.914
0.901 −167.24

−157.88
−176.73

500 1.070 1.067
1.087 −310.19

−316.54
−303.97

1000 0.740 0.718
0.765 −618.44

−621.28
−615.76
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Table 5: The effects of transfer-function uncertainty on the output signal for case-study I.

Signal RMS value Phase lag (ms)

y(t) 0.0403 –

Modulated y(t) 0.0470 0.8

Modulated y(t) upper 95% confidence bound 0.0478 0.8

Modulated y(t) lower 95% confidence bound 0.0463 0.8

Situation 1 represents a scenario where uncertainties in tube dimensions are not taken into
account in the planning phase of an experimental test programme involving unsteady pressure
measurements through tubes. Situation 2 is indicative of where there may be overly conser-
vative estimates of variable uncertainties. It is clear that in both situations, amplitude and
phase uncertainty bounds have changed somewhat proportionally to the changes in Lj , Rj ,
ps and Ts uncertainties. Thus, the inaccurate assessments of uncertainties in Lj , Rj , ps and
Ts for situations 1 and 2 results in misrepresentations of overall uncertainty in the transfer
function.

4.3.3. Effects of Transfer Function Uncertainty on Output Signal

Transfer-function uncertainty manifests as uncertainty in the unsteady component of the out-
put signal (Eq. 1). A common method by which to report the unsteady component of the signal
is using the standard deviation of the signal over time (e.g. [13]), which is also mathematically
equivalent to the zero-mean RMS (as done in other published works, e.g. [10, 12]). A summary
of the effects of transfer-function uncertainty on the output signal is given in Table 5. In order
to report the confidence bounds of the RMS value of the predicted (or corrected) signal due
to the transfer-function uncertainty, the following methodology is employed:

1. Calculate the RMS of the unsteady component of the predicted/corrected signal;

2. Take the upper confidence bound H(ν) + UH(ν) (which consists of N points), convolute
it with the input signal, truncate the convoluted signal to the length of the input signal,
and calculate the RMS value6;

3. Same as above, but with the lower confidence bound H(ν)− UH(ν) in the convolution;

4. Calculate the differences between the RMS of the predicted/corrected signal, and the
RMS values obtained from steps 2 and 3 respectively; the resultant values constitute the
confidence bounds due to transfer-function uncertainty.

Following this methodology for the input signal y(t) and derived transfer function H(ν) in
this case study, the uncertainty in the output signal RMS value, due to transfer-function
uncertainty, is about 0.0470± 0.0007. Additionally, by cross-correlating the input signal with
the nominal and upper/lower confidence bound output signals, the uncertainty in phase lag is
observed to be insignificant to within the selected quantisation (i.e. νs) of the input signal.

6N must be sufficiently large such that it does not affect the RMS result. In this case, N = 2, 048 was found
to be sufficient.
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5. Case Study II: Measured Pressure Fluctuations
on a Hemisphere

5.1. Overview

To further demonstrate the generalised method outlined in Section 3, representative data from
a DST experimental test programme involving flow over a hemispherical protuberance are used
in a transfer-function uncertainty analysis. In this test programme, the geometric constraints
within the hemisphere, number of measurement locations, ability to measure both mean and
unsteady pressure, as well as resolve the frequencies of interest all justified use of the DPMS
rather than utilising individual unsteady pressure transducers.

One key parameter in these experiments was the RMS pressure coefficient over the hemisphere,
defined as

(Cp)RMS =
pRMS

q∞
, (35)

where pRMS is the zero-mean RMS of the unsteady static pressure acting on the hemisphere
surface, and q∞ = pX − pR is free-stream dynamic pressure measured two diameters above
the hemisphere apex, using a pitot-static tube connected to two channels on the DPMS.
Uncertainty in the amplitude response of the transfer function was considered to be more
crucial, as it was shown previously in Table 5 that the phase uncertainty was negligible to
within the quantisation of the input signal. Moreover, the DPMS corrects for the phase lag
internally before outputting the pressure time series data to a file, so that the inter-channel
measurements are considered to be quasi-simultaneous, see also [9].

5.2. Methodology Application and Results

Step 1 (Section 3.2.1) involves determining the tube configuration used in the experiments.
The experiments consisted of a 100 mm diameter, aluminium hemisphere mounted onto a
ground plane, which was installed into the DST Research Wind Tunnel (RWT). The hemi-
sphere is hollow with a shell thickness of 2 mm, and there are 35 pressure taps spaced along
the centreline meridian at 5° increments, with two additional taps located at 1° and 179°. Each
pressure tap consists of a 20 mm long, 0.6 mm ID steel tube flush mounted with the hemi-
sphere outer surface, see Fig. 9 for a photograph of the hemisphere pressure taps. Each tap
was fitted with a flexible Scanivalve VINL-040 tube that is nominally 400 mm long and 0.86
mm ID, and it was ensured that the tubes were not kinked. The Scanivalve tubes connected
each tap to a DPMS channel (Fig. 10), which has metallic tubing 60 mm long and 0.5 mm ID
leading to a 3 mm3 pressure transducer inside the chassis. The tube configuration for a single
tap is shown in Fig. 11.

Step 2 (Section 3.2.2) involves derivation of the transfer function for the tube configuration.
DPMS software is used to generate a theoretical transfer function to correct the measured
pressure signals. A comparison of the transfer function generated using the DPMS software,
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θ

Figure 9: Hemisphere pressure taps with meridional angle θ shown. Note that the free-stream
wind direction is into the page.

Figure 10: DPMS transducer channels connected to the hemisphere pressure taps (not shown)
via flexible tubes.

Figure 11: Tube configuration used in case-study II. Note that the diagram is not to scale.
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and the one generated using the DST software tool (Appendix A), are shown in Fig. 12 for the
experimental set-up at SSL conditions. The transfer functions are reasonably similar, with the
only differences being that the DST software tool returns absolute phase response7 as opposed
to circular phase response where −π ≤ phase ≤ π as in the DPMS software; also, the DPMS
software accounts for the transfer function of an analogue Resistor-Capacitor (RC) low-pass
filter within the unit [20], whereas the DST software tool does not. The surface pressure at
each hemisphere tap was sampled at a rate of 2,500 Hz for a total sample period of 60 seconds.
This meant that νc = 1, 250 Hz and since the amplitude response was about 0.5 at νc, the
transfer function was used to correct pressure data up to and including the cut-off frequency.

Step 3 (Section 3.2.3) requires that all nominal values of each parameter are known. As per
the first case study (Section 4), the DST software tool is utilised to determine nominal values
in the domain of 0 < ν ≤ νc, for SSL conditions. The nominal values for the tubes are simply
(Fig. 11);

L1, L2, L3 = 20, 400, and 60 mm,

R1, R2, R3 = 0.3, 0.43, and 0.25 mm,

from which Vt1 , Vt2 and Vt3 are calculated and Vv3 = 3 mm3 is obtained from the DPMS
specifications.

Step 4 (Section 3.2.4) involves estimation of uncertainties in L1, R1 to L3, R3, ps, and Ts using
the method in Section 2.1, as well as DPMS transducer calibration data for uncertainties in
pressure measurements [21]. All parameter uncertainties, as well as how they were estimated,
are summarised in Table 6.

Steps 5 (Section 3.2.5) and 6 (Section 3.2.6) involve computing the sensitivity coefficients and
ultimately calculating the transfer function uncertainty. These steps are performed identically
to the first case study, with the uncertainty in amplitude and phase response for this tube
configuration shown previously in Fig. 5. The RMS pressure coefficient, as a function of
hemisphere centre-line meridional angle θ, is shown in Fig. 13 for a free-stream wind speed of
18.9 m/s.

5.3. Discussion

There are three distinct peaks in RMS pressure over the hemisphere, as can be seen in Fig. 13.
The focus of this case study is not to analyse the physical flow phenomena occurring over
the hemisphere; rather, it is suffice to say that these peaks have been observed elsewhere
in published results [12, 13, 26]. The first peak at θ ≈ 15° corresponds to the horseshoe
vortex system present at the hemisphere upstream pole, while the peaks at θ ≈ 85 and 115°
correspond to laminar and turbulent flow separation over the hemisphere, respectively.

The highlight of this discussion concerning Fig. 13 is the disparities between the magnitudes
7Absolute phase response, in this context, may be interpreted as a phase lag.
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Figure 12: (i) DPMS and (ii) DST software-based transfer function estimates to νc = 1, 250
Hz for case-study II.
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Table 6: Estimated parameter uncertainties at 95% confidence with coverage factor K = 2 in
case-study II.

Parameter Bi K,Ni Pi
Nominal
Value

Estimation
Method

(Bi)
(Pi)

L1 [mm] ±0.02 2, 20 ±0.0256 20 Calliper calibration
Eq. (6)

L2 [mm] ±0.3 2, 37 ±2 400 Steel rule tolerance [22]
Conservative estimate

L3 [mm] ±0.02 2, – – 60 Assumed as L1

–

R1 [mm] ±0.0254 2, – – 0.3 Manufacturer tolerance [23]
–

R2 [mm] ±0.1 2 ,– – 0.43 Previous estimates [14]
–

R3 [mm] ±0.0254 2, – – 0.25 Assumed as R1

–

ps [Pa] ±15 2, 60 ±5.31 101,325 Transducer calibration [24]
Eq. (6)

Ts [K] ±0.88 2, 60 ±0.0231 288.15 Transducer calibration [25]
Eq. (6)

⟨p⟩, pX , pR [Pa] ±10.73 2, 150000 ±0.745
DPMS
channel

dependent

DPMS calibration [21]
Eq. (6)
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Figure 13: Uncertainty at 95% confidence in RMS pressure coefficient over the hemisphere:
(—) considering only the DPMS transducer calibration [21], and (—) considering
the RSS of the DPMS transducer calibration and transfer-function uncertainty,
for case-study II. Inset: a magnified view of the second peak in RMS pressure
coefficient.

of the uncertainty bounds. An uncertainty analysis was carried out on the same unsteady-
pressure dataset, but using two different methods:

1. The blue data in Fig. 13 are the RMS pressure coefficient uncertainty, considering only
the uncertainty in the DPMS transducer calibrations, obtained from a previous check-
calibration of the system [21]. Note that this analysis accounts for the correlated bias
uncertainties arising in the use of the DPMS for measuring pRMS (which is ⟨p⟩ − p), pX
and pR (Section 2.2).

2. The red data in Fig. 13 are the RMS pressure coefficient uncertainty, considering the
RSS of the uncertainty due to the DPMS transducer calibration as well as the transfer-
function uncertainty.

It is important to note that the measured pressure time series utilised in this case study were
transfer-function corrected internally by the DPMS before being output to a file for post-
processing. The DPMS transfer-function generator utilises a proprietary file format for the
transfer function, such that the corrected data cannot be “de-corrected” using the same DPMS-
generated transfer function8. Thus here, the corrected data output by the DPMS is DFT de-
convoluted with the nominal transfer function generated by the DST software tool (Fig. 12ii)
to return the de-corrected time series. This process does introduce slight inaccuracies due the
aforementioned incongruence between the DPMS- and DST-software generated transfer func-
tions (Section 5.2), but for the purposes of this case study these inaccuracies were considered

8However, it should be noted that DPMS data may be output to a file without being convoluted with the
transfer function, if the user desires.
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insignificant. The de-corrected data were then processed according to the methodology out-
lined in Section 4.3.3, to return the unsteady-pressure uncertainty bounds due to uncertainties
in the transfer function parameters.

In general, it may be seen in Fig. 13 that there is an increase in (Cp)RMS uncertainty for
both estimation methods near the locations of the three peaks, which is expected behaviour
given the increased pressure fluctuations at these locations. However, it is evident that there
is a slightly larger uncertainty range over the dataset when the contribution from the transfer
function is included in the uncertainty estimate, and also that there are asymmetrical un-
certainty bounds at certain locations. Asymmetry in the (Cp)RMS uncertainty bounds can
occur depending on the spectral content of the measured signal, as well as the nature of the
transfer-function uncertainty bounds H(ν) ± UH(ν) as observed in the first case study (Sec-
tion 4.3). For example, near the second peak at θ = 85°, the uncertainty estimates including
the transfer-function contribution are slightly larger than estimates where this contribution
was neglected, and the 95% confidence interval is asymmetrically distributed about the nom-
inal value of (Cp)RMS. In contrast, the transfer-function contribution to (Cp)RMS uncertainty
near θ = 115° is essentially negligible. This could indicate that the spectral contents of the
measured signals at the second and third peaks (i.e. θ = 85 and 115° respectively) interact
differently with the transfer-function uncertainty bounds, as a function of ν, through convolu-
tion. These results demonstrate a physical dependence of the overall uncertainty on the nature
of the pressure fluctuations, when measured through tubes.

Uncertainty estimations in measurements should ideally account for uncertainties in all system
parameters—and if not all parameters, then certainly the most crucial ones [2]. The disparities
observed between the data uncertainties in Fig. 13 occur because uncertainties in the DPMS
transducer calibrations, even though here are the dominant source of uncertainty, are still
an incomplete descriptor of the overall uncertainty when measuring the pressure fluctuations
through tubes. The tubes modulate the physics of the measured pressure fluctuations and
thus uncertainty estimations must reflect this modulation; otherwise the overall uncertainty
in fluctuating pressure may be misrepresented, as evinced in this case study. More import-
antly, the extent to which the transfer-function uncertainty affects the fluctuating pressure
uncertainty is likely dependent upon the tube configuration (e.g. see Fig. 6), which is unique
to each test depending on measurement requirements. Altogether, misrepresentation of the
overall uncertainty results in data inferences based on inaccurate uncertainty estimations in
the system, potentially leading to over-interpretation of data trends and fallible conclusions.
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6. Conclusions

A general method by which to quantify uncertainty in theoretical corrections to unsteady
pressure measurements through Nt tubes and Nv volumes has been presented in this report.
This method is based on the well-validated theoretical model in [1] and is in accordance with
AIAA Standards for quantifying uncertainty in wind-tunnel measurements [2]. Specifically,
this method may be used to formally propagate uncertainties in tube dimensions and mean am-
bient conditions into the estimation of uncertainty in measured pressure fluctuations through
tubes, when using a theoretical transfer function to correct the data. Aided by two separate
case studies and a DST-developed software tool, it has been shown that:

1. Amplitude-response uncertainty is highly sensitive to uncertainties in tube dimensions
and moderately sensitive to mean ambient conditions.

2. Phase-response uncertainty is chiefly influenced by the relative magnitudes of uncertain-
ties in tube dimensions and mean ambient conditions.

3. Uncertainty in both amplitude and phase response at a given frequency is dependent
upon the response characteristic of the tube configuration at that frequency.

4. Neglecting the transfer-function contribution may lead to a misrepresentation of the
overall uncertainty estimate in pressure fluctuations, depending on the spectral content
of the measured signal or tube configuration.
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7. Recommendations

Quantifying uncertainty in measurements is required for quality assurance. The theory de-
veloped by Bergh & Tijdeman [1] may be utilised to provide a rapid yet accurate correction
to unsteady pressure measurements through tubes, but the complicated nature of uncertainty
in the theoretical transfer function has been demonstrated in this report. In light of these
findings, the following recommendations are made:

1. The use of tubes between the pressure-disturbance source and pressure transducer be
avoided if possible. If tubes are unavoidable, or deemed necessary, then

2. An experimental calibration of the pressure measurement system and tubing config-
urations be done to obtain experimental transfer functions. In this way, the transfer
functions are devoid of uncertainties in Lj and Rj , but still subject to uncertainties in
ps and Ts. If an experimental calibration is not feasible, then

3. The methodology in this report be carried out in the planning phase of an experimental
test programme, such that the effect of Lj , Rj ps and Ts uncertainties, as well as tube
configuration, on the uncertainty of theoretical corrections is appreciated a priori to
measurements.

4. Further investigative work be carried out to determine uncertainty-reduction strategies.
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Appendix A. Software Tool

A.1. Description

In order to assess transfer-function uncertainty with respect to uncertainties in variables Lj ,
Rj , ps and Ts, a simple software tool written in Python programming language was developed
at DST. The software currently9 operates as a Command-Line Interface (CLI) and prompts the
user for information relating to the transfer function as well as uncertainties in variables. At
its core, the program utilises the NumPy module10—which is used for array-based operations,
and the SymPy module11, which is a symbolic mathematics engine.

The software tool evaluates the sensitivity coefficients of the transfer function exactly using
symbolic mathematical operations, rather than relying on a numerical differentiation scheme.
Though slower, exact partial differentiation avoids dependence on the type of numerical dif-
ferentiation scheme as well as discrete step sizing. The integration of NumPy and SymPy
environments within Python enable partially differentiated symbolic expressions to be sub-
sequently numerically evaluated using array-based operations, thus permitting the transfer
function uncertainty to be assessed as a function of ν.

While the software tool may be readily upgraded and expanded in capability, the current
version of the software has the following functionalities:

• Calculate the nominal transfer function for an Nt-tube, single-volume configuration.

• Optionally calculate uncertainties in amplitude and phase responses, given uncertainties
in variables Lj , Rj , ps and Ts.

• Plot the nominal amplitude and phase responses in a separate window for visualisation
and saving, if required. If an uncertainty analysis was conducted, also plot uncertainty
bounds at 95% confidence about the nominal amplitude and phase responses.

• Output results to a Comma Separated Value (*.csv) file, with header text containing all
tube dimensions, ambient conditions, and uncertainty information.

• Output the transfer function and uncertainty arrays to a MATLAB workspace file
(*.mat), to allow for convolution with unsteady-pressure time series data in the MAT-
LAB environment.

A.2. Known Limitations

The current version of the software has limitations regarding the nature of the uncertainty
analysis, as well as software compatibility and runtime. The following list of limitations is not
exhaustive, and other limitations may exist:

9Proposed upgrades are noted in Section A.3.
10https://docs.scipy.org/doc/numpy/index.html
11http://docs.sympy.org/latest/index.html
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• Correlated bias uncertainties are not considered in the uncertainty analysis.

• The machine on which this software is executed must have Python, NumPy and SymPy
installed.

• The software has been tested and subsequently used on a machine with Python version
3.6.5, NumPy version 1.14, and SymPy version 1.01. It is currently unknown whether
previous versions of Python, NumPy or SymPy will execute properly, or reproduce results
from the current version.

• Unrealistically large values of Lj or Rj cause numerical overflow errors in the SymPy
module. The precise thresholds of these values are currently unknown, but the software
will crash if overflow occurs.

• Larger Nt, and/or a larger number of DFT points will cause a significant decrease in
execution speed if an uncertainty analysis is done, as the software must exactly evaluate
increasingly complicated partial derivatives and/or a larger number of DFT points.

A.3. Potential Upgrades

In order to facilitate more general use of the software tool, the following future upgrades are
suggested:

• Develop a Graphical User Interface (GUI) to enclose the core software capability.

• Perform an analysis for an Nt-tube, Nv-volume configuration.

• Optimise code for efficient execution.
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A.4. Software Flowchart
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Figure 14: DST software-tool logic flowchart.
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