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Summary

The multiple antenna technique, MIMO (Multiple Input Multiple Output) is a suc-

cess story in wireless communication systems. One of the main features of MIMO

is the utilisation of the spatial dimension. The spatial dimension in MIMO brings

significant performance improvement through array gain, spatial diversity, spatial mul-

tiplexing and interference avoidance. In this thesis, the application of MIMO to satel-

lite communications (SATCOMs) is analysed and addressed, especially to Military

SATCOM (MILSATCOM) systems operating at UHF, X and Ka band frequencies in

geo-stationary orbit.

It is common for a SATCOM channel between the ground and a satellite to have a

strong line of sight (LOS) path. The LOS path is essential in achieving a healthy link

budget. However, in a MIMO scenario the LOS nature of the channel and the large

range distance in the channel path can increase the spatial correlation between the

channel paths. Geometrical optimisation is required to achieve extra spatial degrees

of freedom. To achieve spatial orthogonality in the LOS SATCOM channel, antenna

separation on the order of several kilometres (depending on the wavelength) is required

either in space or on the ground.

In this thesis, the investigation begins with analysing the applicability of MIMO

to UHF SATCOM. The benefits of spatial multiplexing using multiple satellites are

addressed in the analysis. UHF SATCOM has some unique advantages compared

to other higher frequency bands, but at the same time, some inherent disadvantages

including limited usable bandwidth and significant restrictions on applying frequency

reuse in the geostationary arc, resulting in low capacity. Generally, from a commercial

perspective, a MIMO scenario using multiple satellites is not considered as a cost

effective solution. However, we show that narrowband MILSATCOM in UHF is a good

example where using MIMO with multiple satellites can be most useful to increase the

overall spectral efficiency through frequency reuse.

Utilising orthogonal circular polarizations is another well known frequency reuse

technique in MILSATCOM. However, due to channel depolarization and polarization

excitation errors in the antenna, the resulting polarization wave will often be elliptical



in practice. Thus, any mismatch in antenna orientation can result in poor cross polar

isolation (XPI) and this can severely degrade the system performance in respect of

polarization frequency reuse. In this thesis, this problem is addressed within a MIMO

framework. Polarization multiplexing is jointly analysed with spatial multiplexing

using two X-band satellites in adjacent orbital slots and is shown to achieve a four-

fold increase in channel capacity. The analysis also shows that the MIMO processing

mitigates the effect of polarization imperfections.

Spatial multiplexing in single satellite systems using Multi-User MIMO (MU-MIMO)

is also investigated. Next generation Ka-band SATCOM systems are ambitious in-

terms of throughput and capacity using multiple spot beams. There are two categories

of SATCOM systems that have emerged: The first is High Throughput Satellite (HTS)

systems aiming to increase the overall throughput of a satellite; the second is High Ca-

pacity Satellite (HiCapS) systems, where the aim is to increase the satellite’s capacity

in a given region. The application of MIMO techniques to improve the system perfor-

mance is a topic for research in both these scenarios. In this thesis, consideration is

given to increase the frequency reuse for HiCapS systems in a high demand geographic

region. Practical trade-off, user location sensitivity and MIMO communications signal

processing architectures are analysed in this thesis. The results show that a linear

increase in channel capacity can be achieved through MU-MIMO for a satellite with

multiple spot beam antennas with overlapping frequencies serving the same geograph-

ical region.

Finally, channel measurement results are provided using a novel passive MIMO

SATCOM channel measurement technique. The channel measurement results are

paramount to validate the theory and knowing the channel parameters is necessary

to achieve MIMO gain in real world scenarios. Results from two different measure-

ment campaigns are presented: the first was in collaboration with Prof. Knopp and his

team at the Munich University of the Bundeswehr, using signals received from two EU-

TELSAT satellites in Ku-band. The second was a measurement campaign conducted

at the Defence Science Technology (DST) Group, Edinburgh, South Australia, in the

MILSATCOM X-band.
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Chapter 1

Introduction

The multiple antenna technique popularly known as MIMO (Multiple Input and Mul-

tiple Output) constituted a breakthrough in wireless communications system design.

MIMO is a success story for two reasons: the first is the increase in data rate achieved

through spatial multiplexing and the second is the improvement in reliability by ex-

ploiting the diversity in the channel [1]. The MIMO gain can be expressed in terms

of rate and reliability; usually there is a trade-off in that the gain can be directed at

either rate or reliability or both. The increase in channel capacity through MIMO may

be explained from an information theory perspective and is achieved without requiring

extra transmit power or additional bandwidth [2].

Although the general concepts of MIMO are longstanding, the popularity of MIMO

has increased tremendously since 1998 with the publication of Alamouti’s spatial di-

versity scheme [3] to achieve reliability. In the same year, the publication of space-time

trellis codes (STTCs) [4] showed that multiplexing gain can be achieved from spatial

diversity. For more than two decades, MIMO techniques have been widely researched

and have continued to be an area of interest in both academia and industry. Many

standards have now incorporated MIMO; for example, the International Telecommu-

nications Union (ITU) specifies MIMO in the High Speed Downlink Packet Access

(HSDPA) as part of the Universal Mobile Telecommunications Services (UMTS) stan-

dard, MIMO is incorporated in IEEE standards for wireless routers (802.11n), mobile

WiMAX (802.16) and the Long Term Evolution (LTE) standard. Massive MIMO,
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a scalable version of the Multi User MIMO (MU-MIMO) technology is considered a

promising technological breakthrough for 5G mobile wireless standards [5].

The success realised from the application of MIMO techniques in wireless com-

munications have generated interest in the use of MIMO in satellite communication

(SATCOM) systems. However, a SATCOM channel can be unlike the terrestrial chan-

nel in that it often does not exhibit the rich scattering environment and multi-path

propagation that has traditionally provided opportunities for MIMO gains. The SAT-

COM channel, especially at X-band (7 GHz) and above is dominated by the line of

sight (LOS) path.

The absence of scatterers in the SATCOM propagation path leads to rank deficiency

in the spatial MIMO channel matrix. Hence, at a first glance it may appear that MIMO

is not a candidate to provide spatial diversity or multiplexing gains for SATCOM.

However, in spite of a dominant LOS path between the transmit and receive antennas,

SATCOM can be shown to benefit from MIMO using orthogonal polarizations, multiple

satellites, multiple ground terminals and multiple user concepts.

1.1 Scope and Significance

This thesis studies the application of MIMO to SATCOM and considers a compar-

ison between MIMO and conventional single input single output (SISO) SATCOM.

Figure 1.1 is a generic picture that conceptualises the application of MIMO for SAT-

COM systems. The satellites considered in this study are in geostationary orbit and

typically employ non-regenerative transponder architectures. A MIMO channel matrix

can be constructed from multiple diversity sources such as orthogonal polarizations,

multiple ground terminals, multiple users and multiple satellites. It is not the intent

that a MIMO SATCOM approach would necessarily use the entire connection matrix

as shown in Figure 1.1.

The primary aims of this thesis are:
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• To analyse the available degrees of freedom in the LOS dominated SATCOM

channel using multiple antennas.

• To understand the spatial constraint that is required for MIMO in SATCOM.

• To analyse different application scenarios, using system models and communica-

tion architectures. For example, spatial multiplexing using multiple antennas on

multiple satellites or multiple antennas on a single satellite systems with displaced

users on the ground.

• To analyse frequency reuse in SATCOM using orthogonal polarizations and the

benefits of using MIMO to mitigate polarization imperfections.

• Where possible, to demonstrate the theoretical concepts by practical experiments

and channel measurement campaigns.

1.2 Multiple Input Multiple Output

Historically, wireless communication systems using single antennas have evolved to

efficiently make use of the time and frequency dimensions. One of the main attributes

of using multiple antennas is the utilisation of the spatial dimension. The spatial

dimension in using MIMO brings significant performance improvement through array

gain, spatial diversity, spatial multiplexing and interference avoidance [6].

Array gain is a straightforward result of using multiple antennas either at the trans-

mitter or receiver or both. Array gain helps to increase the signal to noise ratio (SNR)

of the system by coherently combining the signals, and is often also called power gain

or beamforming gain.

MIMO spatial diversity techniques are useful in improving the reliability of a wire-

less channel. Fading is generally considered as an unwanted component that can dras-

tically affect the reliability of the wireless communications systems. Fading is a result

of multipath scattering of the transmitted signal in the channel before it reaches the

receiver. MIMO systems can be deliberately designed to exploit spatial diversity by
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Figure 1.1: MIMO SATCOM Model

transmitting multiple copies of the signal in space and time. For a MIMO system with

N and M antennas at the transmitter and receiver respectively, the maximum diversity

order is given by the product (NM), denoting the number of independent fading paths

in the channel.

MIMO spatial multiplexing offers a linear increase in capacity and data rate. It

makes use of the spatial dimension to yield extra degrees of freedom through which

multiplexing gain can be achieved. Spatial multiplexing utilises the orthogonality in

the channel paths to transmit parallel data streams from each antenna in space and

time. Under suitable channel conditions, the number of degrees of freedom gained is

usually the min{N,M}.

Multi-User MIMO (MU-MIMO) can increase the overall channel capacity through

spatial multiplexing and act as a interference avoidance technique between the users. It
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provides a method whereby multiple users can simultaneously use the same frequency

and time resources. The interference between the users is avoided using the spatial

dimension. The main advantages of MU-MIMO are that each user is not required to

have multiple antennas and the techniques are well suited for channels dominated by

the LOS path.

In practice, it may not be possible for a MIMO system to exploit all the advantages

of the spatial dimension. Depending on the channel environment, usually a combination

of these methods can yield enhancement in channel capacity and reliability.

1.3 Thesis Structure and Contributions

• Chapter-2: Provides a brief background on subjects that are presented in subse-

quent chapters of this thesis. These background materials include: An introduc-

tion to SATCOM and MILSATCOM, frequency bands of interest, MIMO channel

capacity and a literature review of existing work in MIMO for SATCOM.

• Chapter-3: Large antenna separation either at the transmitter or at the re-

ceiver has been shown to provide an exploitable “ degree of freedom ” for spatial

multiplexing in SATCOM [7]. Motivated by the research of Prof. Knopp and his

team, the investigation in this chapter is extended to narrowband SATCOM in

the Ultra High Frequency band (UHF) band. UHF user terminals are typically

low cost, easily deployable and have broad antenna beamwidths so that precise

pointing to the satellite is not a requirement for mobile users. At the same time,

some inherent disadvantages of UHF SATCOM are limited bandwidth and signif-

icant restrictions in applying frequency reuse in the geo-stationary arc, hence less

overall capacity. Strict frequency and orbital coordination is in place to avoid in-

terference with other satellites. The use of MIMO spatial multiplexing techniques

are found to be useful in these scenarios. Channel modelling, capacity analysis,

communication signal processing architectures to deal with multi-satellite syn-

chronisation issues and satellite ephemeris impacts are addressed in this chapter.

Parts of the content from this chapter have been published [8, 9].
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• Chapter-4: In this chapter, the benefits of polarization multiplexing are anal-

ysed and discussed. Utilizing orthogonal polarizations is a well-known frequency

reuse technique in SATCOM to provide additional spectrum in a given geograph-

ical region. However, in practice there is a link degradation due to cross talk

between the two polarization channels. The cross talk results from the com-

bined effects of the antenna’s imperfect ability to distinguish between the two

polarizations and channel depolarization effects. The effect of cross talk can be

significant, limiting the benefits of using orthogonal polarizations. Greater cross-

polar isolation (XPI) reduces the link degradation in terms of the received signal

to noise plus interference ratio (SNIR). In this chapter a polarization channel

model is derived and the XPI impact is evaluated in terms of received SNIR

when using orthogonal polarizations. The use of MIMO techniques to mitigate

the XPI impact are analysed in this chapter. Using a case study in the MILSAT-

COM X-band with two satellites, the investigation is extended to analyse the

MIMO SATCOM channel capacity by simultaneously utilising polarization and

spatial multiplexing. Parts of the content of this chapter have been published

[10, 11].

• Chapter-5: MU-MIMO is an attractive solution for SATCOM systems that are

dominated by the LOS signal path. There is a wave of interest and research

effort investigating MU-MIMO for High Throughput Satellite (HTS) systems

in Ka-band to mitigate interference issues. In this chapter, the application of

MU-MIMO is analysed and investigated for High Capacity Satellites (HiCapS)

systems by expanding on the spatial multiplexing concepts from Chapter-3. The

results show that channel capacity can be linearly increased using multiple anten-

nas on a single satellite, albeit with some restrictions and an increase in complex-

ity. A framework to enhance the overall communication capacity of a satellite

in servicing a single geographical region is described. Practical trade-offs, user

location sensitivity and MIMO communications signal processing architectures

are also analysed in this chapter.
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• Chapter-6: In the previous chapters, it is shown that MIMO for SATCOM

is a key enabler to provide higher data rates for commercial applications or to

increase capacity in MILSATCOM. It is imperative that the theoretical con-

cepts can be proven by channel measurements and experiments. This chapter

presents a unique passive channel measurement technique developed by the au-

thor, to validate the MIMO SATCOM channel. The measurement method uses

cross-correlation analysis of the received signals to estimate differential phase

measurements without the need to actively transmit signals to the satellites.

These phase measurements are used to estimate the channel orthogonality and

compared with theoretical models. Results from two different measurement cam-

paigns are presented in this chapter: The first was in collaboration with Prof.

Knopp and his team at the Munich University of the Bundeswehr, using signals

received from two EUTELSAT satellites in Ku-band. The second was a mea-

surement campaign in the MILSATCOM X-band, completed at Defence Science

and Technology Group, Edinburgh, South Australia. The measurement method,

accuracy analysis and results are presented in this chapter.

• Chapter-7: The conclusion and remarks for future work in MIMO SATCOM

are presented in this chapter.
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Background

Satellite communications play a vital role in delivering global access to communications.

In the last 60 years the satellite industry has seen a tremendous technological growth.

Originally SATCOM was designed to relay information from one point to another, but

with increasing satellite size and power, today’s SATCOM technology is able to satisfy

a broad range of applications. The successful role of SATCOM can be witnessed in

television and radio broadcasting services, broadband Internet access, Maritime plus

other on-the-move applications and as a backbone for military communications.

The orbits for communication satellites are generally categorised into geostation-

ary and non-geostationary. Historically, the most popular is the geostationary orbit

with near zero inclination, where the satellite orbits around the earth in the equato-

rial plane at an altitude of 35786 km above the equator. The period is equal to the

Earth’s rotation and thus it appears that the satellite is stationary at a point in space

relative to any point on the Earth. Currently, a multitude of satellites occupy the

geostationary belt in discrete locations known as orbital slots. A list of commercial

satellites that ring the Earth as of June 2011 is shown in Figure 2.1 1. The prolifera-

tion of satellites has reached a point where less than two degrees can separate adjacent

satellites in the same frequency band. In some cases, multiple satellites using different

frequency bands occupy a single orbital slot. Hence, both the frequency spectrum and

the availability of an orbital slot have become a premium resource in SATCOM. The

1Picture published by Boeing
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International Telecommunication Union (ITU) coordinates the frequency planning and

orbital allocation for satellites in space that are used by different agencies or countries.

Figure 2.1: Satellites in geostationary orbit
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There are two types of satellite communications payload architectures that are typi-

cally employed: The first and most common is non-regenerative, also called a transpar-

ent or bent-pipe payload. It is a transponding architecture, where the received signal is

frequency converted, amplified and retransmitted back to the ground. In recent years,

digital channelisation techniques have become popular in the transponder architecture,

for example in the Wideband Global SATCOM (WGS) system [12]. This increases the

on-board flexibility in gain control and frequency translation. One major disadvantage

of the non-regenerative payload is the amplification of the noise signal from the receiver

being transmitted back to the ground, using valuable power and contributing to reduc-

ing the overall relayed signal quality. The second type is a regenerative payload, where

the received signal is demodulated, remodulated, frequency translated, amplified and

routed to the desired destination beam. Of the two, the most commonly used payload

is based on the non-regenerative type. The reasons for this are (historically) due to

lower complexity (cost) plus high flexibility.

Looking into the future, there is a growing trend to launch more powerful satellites

into geostationary orbits. Each of these satellites can deliver capacity in the order of 100

Gbps to 1 Tbps, typically operate in higher frequency bands and have a large number of

spot beams with a high degree of frequency reuse. Some identified technologies to meet

the demand for future SATCOM needs are: High Throughput Satellites (HTS), hybrid

SATCOM and terrestrial communications [13], MIMO for capacity enhancement and

interference avoidance and adaptive beamforming [14].

2.1 SATCOM Frequency Bands

Each SATCOM frequency band exhibits different propagation characteristics. Due

to the finite geostationary orbital slots and high demand, frequency congestion is a

serious problem, especially at lower frequency bands such as UHF. The higher the

frequency band, typically, there is access to more bandwidth. Higher frequency bands

are becoming popular due to this large available bandwidth and technology evolution.

To obtain a certain antenna gain and beamwidth, the required antenna size decreases
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as the frequency increases. At the same time, the higher frequency bands have greater

path loss and are more prone to degradation in rain and weather events. The SATCOM

frequency bands are classified into:

UHF: SATCOM in the UHF band is primarily used for voice and data communi-

cation services. The band extends from 220 MHz to 400 MHz. The UHF band is pop-

ular among the MILSATCOM community for its convenient small antennas, mobility,

canopy penetration and for being less susceptible to weather conditions. The conven-

tional MILSATCOM frequency range spans from 244 to 270 MHz for the downlink

and 292 to 317 MHz for the uplink. The application of MIMO spatial multiplexing to

narrow bandwidth UHF channels is analysed and presented in Chapter-3. The Mobile

User Objective System (MUOS) is the next generational UHF MILSATCOM system

developed by the US DoD [15]. MUOS occupies 300 to 320 MHz for the uplink and

360 to 380 MHz for the downlink for the user side of the link. Insights into how MIMO

could be useful for MUOS satellites are discussed in Chapter-7.

L-band: L-band ranges from 1 to 2 GHz and is primarily used by satellite mobile

phone systems such as Iridium and INMARSAT’s Broadband Global Area Network

(BGAN).

S-band: S-band ranges from 2 to 4 GHz. The majority of the MIMO literature for

SATCOM have devoted their analysis to L-band and S-band for Land Mobile Satellite

(LMS) channels. In LOS path obstructed channel environments, multipath effects will

be more pronounced and the channel will exhibit a Rayleigh channel characteristics.

In these scenarios, multipath diversity can be exploited using MIMO spatial diversity

or multiplexing techniques.

C-band: C-band ranges from 4 to 6.5 GHz. It is used for satellite TV broadcasting

networks and is less subject to rain fading than the following higher frequency bands.

X-band: X-band ranges from 7 to 11.2 GHz. A dedicated 500 MHz bandwidth

in X-band is allocated for MILSATCOM systems, with the downlink from 7.25 to

7.75 GHz and the uplink from 7.9 to 8.4 GHz. The satellites and terminals using

X-band frequencies require high gain directional antennas to overcome the path loss

and to support high data rates. The application of MIMO in X-band jointly utilising
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polarization and spatial multiplexing is analysed and discussed in Chapter-4. MIMO

channel measurement results using two X-band satellites are presented in Chapter-6.

Ku-band: Ku-band ranges from 12 to 18 GHz. It is a heavily used used for com-

mercial TV broadcasting and direct-to-home services. Often, Ku-band is preferred over

C-band because of smaller user antenna size requirements. Owing to its heavy usage,

frequency and bandwidth availability in Ku-band is scarce. MIMO spatial multiplexing

techniques using single or multiple satellites could be useful to enhance the spectral

efficiency in Ku-band. MIMO channel measurement results using two EUTELSAT

satellites in Ku-band are presented in Chapter-6

Ka-band: Ka-band ranges from 26 to 40 GHz. The MILSATCOM systems have

one GHz bandwidth allocation in Ka-band, the downlink from 20.2 to 21.2 GHz and

the uplink from 30 to 31 GHz. There is growing trend in SATCOM systems moving

towards Ka-band SATCOM to satisfy the need for more bandwidth and capacity per

satellite. HTS and HiCapS are two popular multiple beam SATCOM systems in Ka-

band [16]. The application of MU-MIMO spatial multiplexing technique to enhance

the channel capacity of a multi spot beam satellites into a single geographical region

is presented in Chapter-5.

2.2 Literature Review

As the demand for satellite capacity increases, MIMO has emerged as a promising tech-

nology to increase the spectral efficiency in SATCOM. The increase in channel capacity

comes mainly from utilising the spatial domain, without any increase in bandwidth or

power [17].

Interestingly MIMO applicability to SATCOM covers a range of possibilities. A first

of a kind, comprehensive review of the MIMO techniques for SATCOM is presented by

Arapoglou et al. [18]. This review paper broadly distinguishes the MIMO applicability

into Fixed Satellite (FS) and Mobile Satellite (MS) systems. In both cases, the authors

consider only satellites that operate in geostationary orbits. The key characteristics of

the FS system are fixed location terminals operating in an unobstructed propagation
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environment at frequency bands above 10 GHz. Meanwhile, the characteristics of an

MS system are mobile terminals operating below 10 GHz with different degrees of

obstruction in urban, suburban and rural environments.

The FS systems typically require a LOS signal path between the satellite and the

earth terminal. The authors in [18] state that the presence of the LOS path and no

nearby scatterers at the satellite or the ground terminal make it difficult to achieve inde-

pendent paths to benefit from MIMO. At the same time, the authors also acknowledge

the research presented in [19] to provide MIMO capacity gain through a geometrical

optimisation process using two satellites or ground antennas separated by a reasonably

large distance. It is also stated that the MU-MIMO is a feasible single satellite MIMO

solution for FS systems from a futuristic research and application perspective. The

analysis presented in [14] echoes a similar view, suggesting the use of MU-MIMO is a

practically feasible opportunity because of the scattered user distribution.

The majority of MIMO SATCOM research activities and analysis has been focused

on MS systems, particularly in making use of the dual polarization channel in L-band

and S-band. Although simultaneously using orthogonal polarizations is a well known

frequency reuse technique in SATCOM, the application of MIMO is aimed at improving

the system performance and to offer better isolation for polarization multiplexing. A

MIMO simulation framework with polarization is presented in [20] using Alamouti’s

orthogonal space time block code (OSTBC) for diversity and space time trellis code

(STTC) for multiplexing gain. The results show that by using the MIMO method,

performance improvement can be achieved in terms of bit error rate (BER) and spectral

efficiency.

Some early interest for MIMO in satellite broadcast systems are evidenced by the

study report produced by DVB-NGH (Digital Video Broadcasting to Next Generation

Hand-held) in mid 2008 [21]. In the DVB-NGH study report, MIMO is identified

as a potential enhancement technique in a hybrid satellite-terrestrial architecture for

the DVB-SH (Digital Video Broadcast of Satellite to Hand-held terminals) standard.

DVB-SH is a mobile satellite standard that came into existence circa mid-2007, which

defines the coding and modulation for satellite transmissions to hand-held devices [22].
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Land Mobile Satellite Channel

Modelling and measurement of the land mobile satellite (LMS) MIMO channel is pre-

sented in King’s Ph.D thesis [23]. The focus of the thesis is to characterize the LMS

MIMO channel between a satellite and a mobile user terminal. A statistical LMS

MIMO channel model was derived to simulate the effects of multiple satellites and/or

dual polarization under different propagation environments [24]. Extensive measure-

ments were made to validate the channel model with an artificial satellite platform

on a hill top. The measurement setup included two hill mounted spatially separated

antenna masts, where each mast contained a LHCP (Left Hand Circularly Polarized)

and a RHCP (Right Hand Circularly Polarized) antenna adjacently mounted. The

mobile platform included four omni directional antennas atop a vehicle, two in each

polarization. Although the measurement captured a 4× 4 dual polarized channel, only

a 2 × 2 was analysed in depth, as it was seen that a single satellite dual polarized

system was a more commercially viable option. Some key findings from the King’s

LMS channel characterisation measurements were:

• Under LOS conditions, the multipath effects in the 2 × 2 channel matrix are

reduced and enough isolation was naturally seen between the two polarizations.

In this case, the channel induced depolarization is minimal and the cross polar

isolation in the link is dominated by the antenna’s ability to distinguish between

the polarizations.

• In obstructed LOS channel environments, the multipath effects are more pro-

nounced and the Ricean factor K reduces towards a Rayleigh channel. Under

Non-Line of Sight (NLOS) conditions, the 2×2 LMS polarization MIMO channel

shows four weakly correlated Rayleigh fading coefficients.

• Based on the capacity analysis of the measurement data, a doubling of capacity is

seen between SISO and 2×2 MIMO at high SNR’s due to good isolation between

the polarizations. However, at low SNRs, a much greater capacity ratio increase

is available due to four fold increase in the diversity order under Rayleigh channel

conditions.
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MIMOSA

MIMOSA (characterisation of the MIMO channel for mobile satellite systems) [25]

was an European Space Agency (ESA) project started at the end of 2010. The main

objective of this project was to study the fading characteristics of the LMS channel and

to analyse the MIMO applicability while utilising polarization and satellite diversity.

The examined frequency bands were S and L band. An extensive channel measurement

campaign was carried out around Erlangen in Germany, using the Solaris payload of

the EUTELSAT-10A satellite. A multi-tone test signal was transmitted in S-band

from the satellite in both polarizations (RHCP and LHCP) and the different fading

characteristics of the polarization channel was measured. Six omni-directional antennas

were used atop the measurement vehicle, but only a 2 × 2 subset of the channel was

used to study the different spatial antenna positions. The results show different fading

characteristics between two differently polarized antennas, for example a flat fading in

one antenna and frequency selective fading in another. A detailed discussion on the

measurement results and channel modelling are discussed in [26].

Spatial Geometrical Optimization

In the LOS environment, it is known that MIMO can achieve extra spatial degrees of

freedom using geographically separated antennas either at the transmitter or at the

receiver [27]. The construction of an orthogonal MIMO channel for SATCOM through

geometrical optimisation method was first presented in [19]. Since then, Prof. Knopp

and his team at the Munich University of the Bundeswehr have presented a number of

research activities analysing the MIMO channel capacity, channel atmospheric impair-

ments, practical trade-offs, applications and MIMO SATCOM channel measurements

[7, 28, 29, 30, 31].

In [19], the authors show that a satellite to ground MIMO communication link can

achieve maximum spectral efficiency gain in spite of LOS propagation. The spatial

multiplexing gain is achieved by geometrical optimisation process to obtain distinct

phase relationship in the channel matrix using the range (distance) between the satellite
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and ground antennas. Since the phase in the channel paths are a function of carrier

frequency and range distances, at a given frequency a distinct phase relationship can

be obtained in the channel matrix by optimised antenna placements. Due to the large

range distance and small relative displacement of the ground antennas, a single satellite

architecture often cannot satisfy the spacing constraints required for MIMO. Hence a

multi-satellite solution is initially proposed in [19] to enable closer antenna spacing

on the ground. In [7], practical constraints are taken into account and the authors

present a view that MIMO capacity enhancement using multiple satellites could be

undesirable, due to economical considerations.

A single satellite MIMO approach is presented in [29] with displaced ground anten-

nas for a broadband military SATCOM application. In the single satellite example,

the antennas on-board the satellite are separated by 6 m and this requires the anten-

nas on the ground to be separated by approximately 68 km and 77 km for a 14 GHz

uplink and 12 GHz downlink, respectively. Although the antennas on the ground are

separated by many kilometres, they are required to be connected by a fibre network

in both the uplink and the downlink to achieve full spatial multiplexing gain. Large

ground antenna displacement on both the uplink and the downlink will introduce a

large propagation delay difference in the channel path and can introduce severe inter

symbol interference (ISI) in the channel. To overcome this problem, use of a block

based Single Carrier Frequency Domain Equalisation (SC-FDE) transmission scheme

was proposed and analysed in [30].

The theoretical model for the geometrical positioning of the antennas to achieve the

orthogonality in the MIMO channel matrix has been proven by experiments [31]. The

authors [31] present a proof of concept using two Ku-band satellites: EUTELSAT-7B

and EUTELSAT-10A in the 7o E and 10o E orbital locations, respectively. Both the

satellites have transponded payloads with a small shared frequency spectrum in Ku-

band. The experiment involved transmitting to the satellites using two SISO uplinks

with MIMO in the downlink at 12 GHz. The authors were able to successfully verify

and prove the theoretical predictions for channel capacity.
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MU-MIMO for Multi-beam Satellites

There are two fundamental advantages of MU-MIMO over the more traditional sin-

gle user or point-to-point MIMO: First, it can favourably work in the LOS propaga-

tion environment and second, MU-MIMO requires only single antenna terminals [5].

Next generation geostationary SATCOM systems in Ka-band are aggressive in-terms

of throughput and capacity. HTS and HiCapS are the two main categories of satellite

systems that have emerged [32, 16]. A HTS system typically consists of several fixed

spot beams covering multiple small footprints on the ground. The main aim of a HTS

system is to increase the overall throughput of a satellite by frequency reuse across

the spot beams, using at-least four or more colours [33]. Spot beams with different

colours differ in frequency or polarization. Reducing the number of colours in a HTS

system will increase the bandwidth in each spot and can boost the overall throughput,

at the cost of increased interference for users at the edge of the beams. The applica-

tion of MU-MIMO, precoding and multi-user detection (MUD) techniques have been

been analysed to mitigate the interference [34, 35, 36, 37] and these studies show an

improvement in the system performance.

2.3 Spatial Multiplexing in SATCOM

In the LOS environment, to utilise spatial degrees of freedom gain, antenna separation

in the order of hundreds of kilometres is required either at the satellite or on the

ground. Since the antenna spacing on-board a single satellite will be limited to few

meters, larger geographically separated antennas on the ground are required to achieve

the orthogonality in the MIMO channel matrix.

An example is shown in Figure 2.2, where there are N = 2 antennas on the ground

separated by a distance dG and M = 2 antennas on-board the satellite separated by

a small distance dS. For a MIMO link, it is assumed that the ground terminals are

connected terrestrially. The 2 × 2 channel matrix of the uplink channel is given as
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Figure 2.2: Antenna spacing for spatial multiplexing in SATCOM

below:

H =

h11 h12

h21 h22

 , (2.1)

hmn = amngmne
−jφmn , (2.2)

where amn denotes channel path attenuation, gmn denotes the corresponding combined

tx/rx antenna gain and φmn denotes the deterministic phase component in each channel

path element.

φmn = 2π
f

c
rmn, (2.3)

amn =
c

4πfrmn
, (2.4)

where f is carrier frequency in Hz, c is speed of light in meters per second and rmn

denotes the range distance between the nth ground terminal and mth satellite antenna

in meters. Based on the geometry (dS ≪ dG and dG ≪ rmn ), it is reasonable to
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approximate the channel path attenuation to amn ≈ a and gmn ≈ g, such that:

H = agH̃, (2.5)

where H̃ is the channel phase matrix:

H̃ =

e−j 2πfc r11 e−j
2πf
c
r12

e−j
2πf
c
r21 e−j

2πf
f
r22

 . (2.6)

The channel phase matrix is orthogonal if the matrix product H̃H̃
†

results in a

diagonal matrix:

H̃H̃
†

=

e−j 2πfc r11 e−j
2πf
c
r12

e−j
2πf
c
r21 e−j

2πf
f
r22

ej 2πfc r11 ej
2πf
c
r21

ej
2πf
c
r12 ej

2πf
c
r22

 (2.7)

=

 2 e−j
2πf
c

(r11−r21) + e−j
2πf
c

(r12−r22)

e−j
2πf
c

(r21−r11) + e−j
2πf
c

(r22−r12) 2

 . (2.8)

The off-diagonal elements of H̃H̃
†

are complex conjugate to each other. A geometrical

optimisation is required to obtain a distinct range relationship in the channel matrix

so that the off-diagonal elements can be zero [19]:

(r11 − r21)− (r12 − r22) =
ν

2

c

f
, (2.9)

where ν is a periodic factor and must be an integer indivisible by 2. After substituting

(2.9) in (2.8), the matrix product H̃H̃
†

results in a diagonal matrix, where both spatial

multiplexing and beamforming gain can be achieved:

H̃H̃
†

=

2 0

0 2

 . (2.10)

In the geostationary SATCOM scenario the range distance r is very large. To

satisfy (2.9), large geometrical spacing dG is required for terminals located on the

Earth’s surface, the value of which depends on dS and f . For example if dS = 3 m, a
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dG of approximately 260 km and 70 km antenna separation for X-band (8 GHz) and

Ka-band (30 GHz), respectively, is required.

Although spatial multiplexing is achievable in the LOS dominated SATCOM sce-

narios, the practical drawback is the requirement for large antenna separation on the

ground. Practical application scenarios for MIMO spatial multiplexing in SATCOM

using multiple satellites are discussed in Chapter-3 and Chapter-4. A single satellite

MIMO application scenario using multiple users is discussed in Chapter-5.

2.4 MIMO Channel Capacity

The most direct method to characterise the performance of a MIMO system is by

analysing the achievable channel capacity in terms of spectral efficiency in bits/s/Hz.

Consider a MIMO system with N transmit antennas and M receive antennas. For a

time invariant channel, the system transfer function can be expressed by simple linear

equation:

y = Hx + w, (2.11)

where x ∈ CN×1 denotes transmitted signal vector from N antennas, y ∈ CM×1 denotes

received signal vector from M antennas and w ∼ CN (0, σ2
wIM) denotes zero mean

additive white complex Gaussian noise vector, where σ2
w is the noise power at each

receive antenna and I denotes identity matrix. Each element of the channel matrix

H ∈ CM×N is a complex coefficient denoted by hmn, where m ∈ 1, 2...M and n ∈

1, 2...N :

H =



h11 h12 . . h1N

h21 h22 . . h2N

. . . . .

. . . . .

hM1 hM2 . . hMN


. (2.12)

Shannon’s channel capacity theorem can be extended to yield the following formula,

where the channel capacity can be expressed by calculating the log-determinant of the
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matrix [6]:

C = log2 det
(
IM +

S

Nσ2
w

HH†
)

bits/s/Hz, (2.13)

where C denotes the channel capacity in bits per seconds per Hz, det(.) denotes the

determinant operation, † denotes Hermitian transpose and S denotes the total transmit

signal power. Equation (2.13) assumes the channel state information is available at the

receiver.

2.4.1 Singular Value Decomposition

Singular Value Decomposition (SVD) is a useful technique to decompose and analyse a

channel’s spatial degree of freedom [27]. The SVD process works under the assumption

that the channel matrix H is known both at the transmitter and at the receiver. The

channel matrix can be decomposed using the SVD technique. Let,

H = UΛV†, (2.14)

where U ∈ CM×M , V ∈ CN×N are both unitary matrices and Λ ∈ <M×N is a singular

value matrix.

Λ =



λ1 0 . . 0

0 λ2 . . 0

. . . . .

. . . . .

0 0 . . λk


, (2.15)

k ≤ min{M,N}, (2.16)

where k denotes the rank of the matrix H. The diagonal elements of Λ are non-negative

real entries called the singular values (λ1 ≥ λ2 ≥ ...λk) and the off-diagonal elements

of Λ are zeros.

Figure 2.3 shows the SVD processing blocks that include the transmit precoder

(V), channel and receiver preprocessing (U†). The transmit vector before and after
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precoding are denoted by x̃ and x, respectively, and the received signal vector before

and after preprocessing are denoted by y and ỹ, respectively.

Figure 2.3: SVD Processing

The received signal vector from (2.11) can be expressed as below:

y = HVx̃ + w (2.17)

= UΛV†Vx̃ + w (2.18)

= UΛx̃ + w, (2.19)

and after receive preprocessing:

ỹ = U†y (2.20)

= U†UΛx̃ + U†w (2.21)

= Λx̃ + w̃. (2.22)

Since U is a unitary matrix, the distribution of w̃ is same as w. The SVD process

effectively divides the channel into multiple parallel paths, where up to k parallel data

streams can be transmitted with no mutual interference. The sum capacity of the

channel is given by [27]:

C =
k∑
i=1

log2(1 +
Si
σ2
w

λ2i ) bits/s/Hz, (2.23)
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where S1, ....Sk are power allocations corresponding to each respective data stream,

with the constraint that:

S =
k∑
i

Si. (2.24)

The rank, k, in each scenario is equal to min{M,N}. (2.24) constraints the total

transmit signal power, S, to be a constant irrespective of the total number of transmit

antennas. The channel capacity scenarios for MIMO and SISO are shown in Figure 2.4.

A best case example is considered for each MIMO scenario, where the channel matrix

in each MIMO scenario is fully orthogonal and takes advantage of both spatial multi-

plexing and array gains. In a square MIMO channel, where M = N , all the channel

singular values will be equal, as λ1 = λ2 = ...λk =
√
k. The capacity plot shows that

the channel capacity increases linearly with increase in MIMO order.

Figure 2.4: MIMO channel capacity

In the above example, since the channel singular values are equal, optimum capacity

is achieved by equal power allocation to each data stream. However, in a non-ideal

case, where the MIMO channel matrix is not perfectly orthogonal, the channel capacity
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decreases. Power allocation using the water-filling method has been proven to be an

optimum strategy to maximize capacity [27]. Recall that the underlying assumption in

using the SVD process is that the Channel State Information (CSI) is available at both

the transmitter and the receiver. Since CSI at the transmitter (CSIT) is available,

the capacity can be maximised by using waterfilling power allocation for non-ideal

channels.

Si =

(
µ− No

λ2i

)+

, (2.25)

where µ is a parameter chosen to satisfy the total power constraint in (2.24) and (x)+

denotes max{0, x}. The waterfilling method allocates more power to the data stream

with highest singular value.

An example case with a non-ideal 4×4 channel is shown in Figure 2.5. The channel

singular values are λ1 = 2.67, λ2 = 2.55, λ3 = 1.52 and λ4 = 0.28. The distribution

of the channel singular values is a measure of the orthogonality of the channel. The

channel is fully orthogonal if all the singular values are equal. In Figure 2.5, it is shown

that the capacity of the non-ideal channel is less compared to the ideal case. However,

by using waterfilling power allocation the capacity can be increased especially at low

SNRs, while at high SNRs the waterfilling power allocation performance converges to

equal power allocation method.

2.4.2 Beamforming Gain

The generalised assumption to achieve a full rank MIMO channel matrix is that there is

sufficient scattering in the propagation environment so that the capacity linearly scales

with min{M,N}. In a LOS only propagation environment large antenna separation is

required either at the transmitter or receiver to obtain extra spatial degrees of freedom

gain [27]. Insufficient antenna spacing will lead to strong correlation between the

channel path elements reducing the available spatial degrees of freedom to one. In

these channel scenario, multiple antennas at the transmitter and receiver therefore only

benefit from beamforming gain. In transmit beamforming, the phase and amplitude of
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Figure 2.5: Comparison of waterfilling and equal power allocation in 4 × 4 MIMO
channel scenario

the signal from each transmit antenna are adjusted so that they add constructively at

the receiver [38]. In the receive beamforming case, the receive signals from each antenna

are combined constructively to maximize the SNR. Thus an increase in channel capacity

can be shown with respect to beamforming gain, equivalently called as power or array

gain. The rank of this channel ultimately reduces to k = 1, with only one non-zero

singular value λ1 = a
√
MN [27]. The achievable capacity is then;

C = log2 (1 +
S

σ2
w

a2MN) bits/s/Hz. (2.26)
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MIMO Spatial Multiplexing:

Multi-Satellite Systems

To gain the full advantage of MIMO spatial multiplexing in LOS dominated SAT-

COM channels, it is known that the antennas either in space or at the ground must

be separated by a large distance. This introduces a practical difficulty for the single

satellite scenario, due to the spacing constraint on-board the satellite for large antenna

displacement. On the other hand, multiple antennas hosted on multiple satellites in

different orbital slots can enable closer antenna spacing for a ground user. In X, Ku

or Ka bands, a MIMO SATCOM approach using two satellites within an orbital sep-

aration between 0.5o and 2o can boost the overall channel capacity in a high demand

geographical region [39] [40]. Typically, geostationary satellites with overlapping fre-

quency bands are not placed in orbits at a narrow spacing in order to avoid adjacent

satellite interference. At the same time, to use two satellites for spatial multiplexing

may not always be considered cost effective, given the high cost to launch and operate

each satellite [7].

However, UHF and narrowband MILSATCOM is one example where MIMO can

be most useful to increase the spectral efficiency using two satellites. MILSATCOM

normally uses UHF for low data rate applications with bandwidths of 5 kHz and 25 kHz

channels. The conventional frequency allocation for a UHF MILSATCOM downlink is

between 244 and 270 MHz and uplink between 292 and 317 MHz [41].
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Some advantages that are unique to UHF SATCOM are its ability to penetrate into

buildings and foliage, robustness to adverse weather conditions and small portable user

terminals (UTs) that are low cost and easy to deploy [42, 43]. The UHF UTs have

broad beamwidths so that precise pointing to the target satellite is not a requirement for

mobile users. The beamwidth for a typical UHF terminal is very broad. For example

the 3 dB beamwidth of a terminal with a 7 dBi gain is approximately 75 degrees.

Strict frequency and orbital coordination are in place to avoid interference issues with

other satellites. At the same time, some inherent disadvantages of UHF SATCOM

are limited bandwidth and significant restrictions on applying frequency reuse in the

geo-stationary arc resulting in low capacity. Hence capacity is a scarce resource in the

UHF band and it is a challenge to efficiently use the available spectrum.

To enable MIMO SATCOM in UHF band, the required orbital separation between

geostationary satellites with UHF payloads is between 30o and 45o degrees to achieve

MIMO spatial multiplexing gain. This approach makes use of the broad antenna

beamwidths of an UHF UT. The main thrust of this chapter is to analyse the ap-

plicability of MIMO to UHF SATCOM to address the capacity limitation and the

challenges therein.

A system model is introduced in Section-3.1. The MIMO link channel is considered

only for the user side at the UHF band, either in the uplink or downlink. Whereas,

the satellites to anchor or vice-versa is via two SISO links. In Sections-3.2 and 3.3,

channel modelling and capacity analysis are addressed, respectively, assuming a Ricean

distribution in the MIMO channel. The receiver signal processing architectures in both

user uplink and downlink scenarios are addressed in Section-3.4 and simulation results

are presented in Section-3.5. The aspects of satellite orbital drift and its impact on the

MIMO channel orthogonality are addressed in Section-3.6.

3.1 System Model

The system model is shown in Figure 3.1. Two satellites with UHF payloads are

considered in this analysis, separated by an orbital spacing dS. Each satellite payload is
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a non-regenerative amplify and forward relay. There are two communication scenarios

considered; the first is the anchor to user (A2U) scenario and the second is the user to

anchor (U2A) scenario. In the A2U scenario, the uplink is two SISO links, with MIMO

in the downlink to the user. In the U2A scenario, the uplink is a MIMO channel and

the two downlinks to the anchor terminals are SISO.

A MIMO channel in both uplink and downlink, i.e. a user to user (U2U) scenario

is avoided. Large propagation time difference between the two satellites will result in

a very small coherence bandwidth (≈ 1 kHz). Hence, it is not a practical solution to

consider MIMO in a U2U scenario. This is further discussed in Section-3.4.3.

Figure 3.1: MIMO SATCOM system model in UHF band: (A2U) two SISO uplinks
plus MIMO downlink, and (U2A) MIMO uplink and two SISO downlinks
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Table 3.1: System parameters for MIMO SATCOM in UHF band

Parameter Value
S1 orbital position 120o E
S2 orbital position 150o E

UT1 and UT2 locations 28oS 114oE
A1 and A2 locations 33oS 151oE

dG ≈ 1 m
UHF uplink fu 292 MHz

UHF downlink fd 244 MHz

Each anchor terminal has a narrow antenna beamwidth. The anchor to satellite

link and satellite to anchor link can be either in UHF or in other bands, such as Ka

or X. The approximate spacing between the UTs (dG), orbital location for S1 and S2,

anchor terminal location for A1 and A2, and UT location are listed in Table 3.1. The

location of the satellites, the UTs and the anchor stations are notional values for the

purpose of analysis.

3.2 Channel Modelling

A generic channel model is considered in this analysis, with N antennas at the source,

M satellites (each with one uplink and one downlink antenna) and Z antennas at the

destination. The source can be either the anchor or the UHF user and similarly the

destination can be either the anchor or UHF user. In the example shown in Figure 3.2,

there are N = 2 transmit antennas at source, M = 2 satellites and Z = 2 receive

antennas at destination. The spatial dimension for multiplexing can be increased be-

yond two, that is by increasing the number of satellites and antennas on the ground.

However, the analysis is restricted to M = 2 for practical consideration. In Chapter-5,

an analysis is presented to increase the spatial dimension beyond two, but it should

be noted that it is a different system model, using multiple single antenna users in a

single satellite system with multiple antennas.
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The uplink and the downlink channel matrices are denoted by Hu ∈ CM×N and

Hd ∈ CZ×M , respectively. In this analysis, since the MIMO channel is considered

either in the uplink or the downlink, the off-diagonal gain values in Hu or Hd will be

substituted to zeros depending on a U2A scenario or A2U scenario, respectively.

Figure 3.2: Channel model (N = M = Z = 2)

In the uplink channel matrix, each LOS channel coefficient hLOS
u,mn includes the chan-

nel path attenuation au,mn from free space path loss, the combined Tx/Rx antenna
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gain gu,mn and a distinct deterministic channel phase φu,mn (2.2):

hLOS
u,mn = au,mn gu,mn e

−jφu,mn , (3.1)

φu,mn = 2π
fu
c
ru,mn, (3.2)

gu,mn = grxu,m g
tx
u,n, (3.3)

where the antenna gain (3.8) is the combination of both transmit and receive antennas

and the channel path attenuation is given in (2.4). Due to the specific geometry of

the system in Figure 3.1 and assuming equivalent UT antennas, it is reasonable to

approximate au,mn ≈ au and gu,mn ≈ gu (2.5).

Depending on the channel environment, multipath propagation is typically expected

for a UT in the UHF band. The MIMO channel matrix can be modelled using a Ricean

distribution to include both LOS and NLOS components. The overall uplink MIMO

channel matrix Hu is sum of both the LOS and NLOS components [18]:

Hu = auguH̃u, (3.4)

H̃u =

√
K

K + 1
H̃

LOS

u +

√
1

K + 1
H̃

NLOS

u , (3.5)

where K is the Ricean factor which indicates the power ratio between the LOS and

NLOS components. The elements of H̃
LOS

u are the deterministic phases from the LOS

components (e−jφu,mn). H̃
NLOS

u represents the NLOS components which are zero mean

and stochastic.

Channel measurement results from literature have shown that coherence bandwidth

(from local scattering effects at the user) is much higher than 25 kHz [44]. Therefore,

it is reasonable to assume flat fading for narrowband UHF SATCOM.
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The downlink channel modelling from the satellite to the destination is similar to

the uplink channel1:

hLOS
d,zm = ad,zm gd,zm e

−jφd,zm , (3.6)

φd,zm = 2π
fd
c
rd,zm, (3.7)

gd,zm = grxd,z g
tx
d,m (3.8)

and

Hd = ad gd H̃d. (3.9)

The satellite channel matrix Hs ∈ CM×M is a simple amplify and forward relay

with a gain gs

Hs = gs H̃s, (3.10)

The diagonal entries of H̃s matrix are e−jφs,mm(t) and the the off-diagonal entries

are zeros, where φs,mm is an arbitrary phase offset in each satellite’s transponder path.

This phase offset is considered to be a function of time, to model the frequency offset

in the respective satellite’s path.

3.3 Channel Capacity

In Chapter-2, a generalised channel capacity for a point-to-point MIMO system is given

in equation (2.13). In this section the capacity calculation is presented in a form that

is applicable to a MIMO system with a non-regenerative relay. From [45], the capacity

of a MIMO channel with non-regenerative relay is:

C = log2 det
(
IM +

S

Nσ2
w,u

HuH
†
u −

S

Nσ2
w,u

HuH
†
uF
−1
)
, (3.11)

1Recall that in our model only either Hu or Hd is a MIMO channel depending on the scenario
U2A or A2U, repectively.
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F = IM +
σ2
w,u

σ2
w,d

H†sH
†
dHdHs. (3.12)

The noise variance corresponding to the noise signals wu and wd, in the uplink and

the downlink are denoted by σ2
w,u and σ2

w,d, respectively. The capacity loss factor

( S
Nσ2

w,u
HuH

†
uF
−1) in (3.11) is due to the non-regenerative relay. The instantaneous

capacity between the source and the destination through a non-regenerative relay link

can be calculated using (3.11). An underlying assumption is that Hu is orthogonal to

Hd, which is the case in SATCOM, where the uplink and the downlink are at different

frequencies and hence orthogonal in the frequency dimension.

In our work, although the MIMO channel is considered only in a single direction,

(3.11) can be used for both U2A and A2U scenarios. The main intention of [45] is

to find an optimal relay matrix to maximise the capacity, under the assumption that

the relay knows both Hu and Hd plus both Hu and Hd are orthogonal to each other.

In this work, we apply the capacity formulation to the SATCOM scenario; under the

assumption that the channel matrix Hs is diagonal, CSIR is available and CSIT is not

available. Similarly, the authors in [29] have also used (3.11) to analyse the capacity

in a Ku-band single satellite with displaced ground antenna scenario. An alternate

capacity analysis using SVD approach is given and used in Chapter-4, which allows to

analyse the spatial plus dual polarization MIMO scenario using transmit power control

optimisation techniques.

The terms uplink and downlink carrier power to noise power ratio are most com-

monly used in a SATCOM link budget. Similarly from a MIMO SATCOM perspective,

let’s define ρu and ρd as the uplink and downlink carrier power to noise power ratios

respectively:

ρu =
EIRPu

Lu

Grx
u

σ2
w,u

, (3.13)

ρd =
EIRPd

Ld

Grx
d

σ2
w,d

, (3.14)

where EIRPu and EIRPd are total equivalent isotropic radiated power in the direction

of the receiver in the uplink and the downlink, respectively. Lu =
(

1
au

)2
and Ld =

(
1
ad

)2
are path loss in the uplink and the downlink respectively, Gtx

u = (gtxu )2 and Grx
u = (grxu )2
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are respective transmit and receive antenna power gains in the uplink, Gtx
d = (gtxd )2 and

Grx
d = (grxd )2 are respective transmit and receive antenna power gains in the downlink

and Gs = (gs)
2 is power gain achieved inside the satellite transponder.

In the U2A scenario, the downlink EIRPd in (3.16) achieves a gain η, due to the

power gain in the diagonal elements of HuH
†
u as shown in (2.10); such that η = M if

the uplink is a MIMO channel or η = 1 if the uplink constitutes M SISO paths:

EIRPu = SGtx
u (3.15)

and

EIRPd = η
EIRPu

Lu
Grx
u Gs G

tx
d . (3.16)

However, in order to keep the overall satellite power emission as a constant, each

satellite transponder gain (gs) is scaled by
√
η, such that irrespective of a MIMO uplink

or not, (3.16) remains the same. This ensures a fair comparison between MIMO scheme

(either in A2U or U2A) and a conventional single satellite SISO SATCOM system.

After substituting (3.13) to (3.16) in (3.11), the MIMO capacity can be expressed

using ρu and ρd:

C = log2 det
(
IM +

ρu
N

H̃uH̃
†
u −

ρu
N

H̃uH̃
†
uF
−1
)
, (3.17)

F = IM +
1

η

ρd
ρu

H̃
†
sH̃
†
dH̃dH̃s. (3.18)

In the case when N = M = Z = 1 and |H̃u|2 = |H̃s|2 = |H̃d|2 = 1 and noting that:

1

ρt
=

1

ρu
+

1

ρd
, (3.19)

where ρt is the overall carrier power to noise power ratio [46]. The channel capacity

(3.17) reduces to the well known Shannon’s channel capacity equation for a single

satellite SISO case.

CSISO = log2(1 + ρt) bits/s/Hz. (3.20)
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3.3.1 Channel Orthogonality

For best performance, a distinct phase relationship in the uplink and downlink channel

paths are required in equations (3.2) and (3.7) to achieve an orthogonal channel transfer

matrix for an uplink or downlink LOS MIMO channel respectively. In Chapter-2, it

was shown that for a SATCOM channel dominated by the LOS signal path, antenna

separations in the order of hundreds of kilometres are required either on the ground or in

space. Since dS is large with M = 2 satellites in the UHF scenario under consideration,

a small spacing on the ground dG is sufficient for UHF user terminals. Geometrical

optimisation of channel orthogonality requires specific range relationships in the uplink

channel matrix for U2A scenario. Extending (2.9) for N antennas at the UT, we obtain:

(ru,1i − ru,2i)− (ru,1l − ru,2l) = (l − i) ν
N

c

fu
i, l ∈ {1..N}, (3.21)

where ν is an integer-valued phase periodic factor and the greatest common divisor

between ν and N must be equal to one. The same spacing relationship holds true for

MIMO downlink in the A2U scenario, however, in a reversed order, where Z and fd

replace N and fu respectively

(rd,i1 − rd,l1)− (rd,i2 − rd,l2) = (l − i) ν
Z

c

fd
i, l ∈ {1..Z}, (3.22)

where the greatest common divisor between ν and Z must be equal to one. The range

relationships in (3.21) and (3.22) are derived from (2.9), but the user antennas on the

ground are modelled as generic quantities N and Z. However, note that the number

of spatial degrees of freedom or the rank of the channel matrix cannot be greater than

two, because the number of satellites in space is M = 2.

3.3.2 Capacity Analysis

The mean capacity for SISO and MIMO channels are plotted in Figure 3.3 and Fig-

ure 3.4 for the A2U and U2A scenarios, respectively, as a function of dG based on

(3.17), where the SNR ρu = ρd =13 dB. The analysis assumes a flat fading channel,
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i.i.d H̃NLOS 2 with two cases, K = 100 and K = 10. The K values are chosen to

emulate the likely channel scenarios where the LOS paths are dominant [44].

The mean capacity is calculated using ten thousand different random NLOS channel

values. The impact of the inter-antenna spacing dG on the achievable capacity for the

A2U scenario can be seen in Figure 3.3. In the MIMO scenario the channel capacity is

maximised when the inter-antenna spacing is 1.15 m, 3.45 m and 5.75 m corresponding

to the periodic factor ν = 1, 3 and 5 respectively. Similarly results for the U2A scenario

are shown in Figure 3.4, where the channel capacity is maximised when the inter-

antenna spacing is 0.96 m, 2.88 m, 4.8 m and 6.72 m corresponding to the periodic

factor ν = 1, 3, 5 and 7 respectively. In both the scenarios, the antennas are aligned in

E-W (East-West) direction. The optimal inter-antenna spacing requirement will vary

with different angular alignment with respect to the E-W direction. This is analysed

later in the chapter.

Irrespective of the K values, the results show that the required inter-antenna spac-

ing is determined by the LOS signal paths. At optimal dG values, the achievable mean

capacity is higher for k = 100 than for K = 10. This is due to the random phase val-

ues from multi-path components affecting the phase relationship of the channel paths.

However, it is opposite at worst case dG values, where the random phase values from

multi-path components increase the average capacity.

The maximum achievable capacity at any of the optimal dG values is same in both

the A2U and U2A scenarios. At non-optimal dG values, the achievable capacity is lower

in A2U scenario compared to U2A scenario. This is due to the superposition of satellite

noise by a non-orthogonal Hd matrix. However, this is not the case in U2A scenario

where the downlinks are two SISO link, and Hd is always an orthogonal matrix.

From the UT perspective, a difference in fu = 292 MHz (U2A scenario) and

fd = 244 MHz (A2U scenario) requires different optimal antenna spacing require-

ment for the uplink and the downlink. However for this specific geometry, it can be

seen from Figure 3.3 and Figure 3.4 that an inter-antenna spacing of dG = 1m is a

good compromise and achieves a capacity close to the optimal in both U2A and A2U

2independent and identical distribution
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Figure 3.3: Mean capacity analysis using (3.17) in A2U scenario at ρu = ρd = 13 dB;
the UTs are stationary in E-W alignment

scenarios. It is also important to note that different locations of the UHF user relative

to the satellite position will result in slightly different optimum dG. Nevertheless, the

achievable capacity in the MIMO case is almost doubled compared to the SISO ref-

erence case, noting EIRPu and EIRPd are held to the same sum value in accord with

(2.24) irrespective of MIMO or SISO. The mean capacity variation with SNR value is

shown in Figure 3.5, with an optimal UT spacing in the A2U scenario. The results

compare the MIMO gain with respect to the SISO case.

3.3.3 Mobile User

So far in the analysis, the UT antennas have been considered in a fixed orientation

in an E-W direction. For mobile vehicles with UT antennas fixed to the vehicle, the

orientation with E-W will vary. As the antenna orientation with respect to the E-W

changes, a fixed dG will violate the spacing requirement as per (3.21) or (3.22) and

this will affect system performance. To mitigate this effect, an antenna arrangement
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Figure 3.4: Mean capacity analysis using (3.17) in U2A scenario at ρu = ρd = 13 dB;
the UTs are stationary in E-W alignment

of three UTs in a triangular arrangement with equal distances (dG) between each of

them is proposed and shown in Figure 3.6. In such an arrangement, perfect channel

orthogonality may not be achievable, but the performance degradation will be small

compared to optimum positioning of two terminals. The angle δG is the orientation of

the antenna array with respect to the local E-W direction.

The capacity analysis from Figure 3.3 is expanded to include the triangular antenna

orientation case with Z = 3, as shown in Figure 3.7 for the A2U scenario with K = 100.

A small increase in capacity compared to Z = 2 case is due to the array gain. The

impact from the orientation of the UT antenna array is shown in Figure 3.8, the y-

axis denotes normalised capacity. In the Z = 2 case, with the optimum inter-antenna

spacing dG = 1.15 m from Figure 3.3, it can be seen that the capacity drops significantly

with varying δG. However, the capacity degradation in the triangular antenna setup

using Z = 3 UTs in the A2U scenario is relatively insensitive to the orientation angle.

The capacity may not be “optimal ” at all δG values, but remains above 98% of the
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Figure 3.5: Mean capacity analysis in A2U scenario at dG = 1.15 m

Figure 3.6: Triangular antenna arrangement for UT antennas

optimal capacity Copt. In this case, dG = 1.4 m is chosen as optimum from Figure 3.7

(choosing the smallest dG that maximises the mean capacity). Note that forcing dG to

1 m will reduce capacity by only a small amount from approximately 6.2 to 6 bits/s/Hz.
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Figure 3.7: Mean capacity analysis at K = 100 and ρu = ρd = 13 dB (showing the
effect of using a three antenna triangular arrangement)

3.4 Receiver Architecture

The receiver signal processing and architecture are of a paramount importance to

realising MIMO SATCOM through multiple satellites. In this section, time domain

signal processing methods are discussed to deal with different propagation time delay

and Doppler offsets between the two satellite paths. The receiver signal processing

architecture for the A2U and U2A scenarios are also provided.

3.4.1 SISO uplink and MIMO downlink

The A2U scenario comprises two SISO uplinks and a MIMO downlink. The proposed

receiver architecture is shown in Figure 3.9. The signal processing approach assumes

oversampling at integer multiples of the symbol rate. With reference to Figure 3.2, the
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Figure 3.8: Mean capacity analysis with antenna orientation angle for two and three
antenna arrangement

Figure 3.9: Receiver architecture for A2U scenario

formulation of the received signal is given as:

y = HdHsHux + HdHswu + wd, (3.23)
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where x ∈ CN×1 and y ∈ CZ×1 are transmit and receive vectors. To simplify the

analysis, N = M = Z = 2 are again chosen:y1
y2

 =

hd,11 hd,12

hd,21 hd,22

Hs

hu,11 0

0 hu,22


x1
x2


+HdHswu + wd (3.24)

and

Hs =

hs,1 0

0 hs,2

 . (3.25)

Ignoring the noise components, the time-series representation of the received signal will

be

y1(t) = h111(t) x1(t− τ111) + h122(t) x2(t− τ122), (3.26)

y2(t) = h211(t) x1(t− τ211) + h222(t) x2(t− τ222), (3.27)

where τzmn denotes the overall propagation time in each channel path and where

hzmn = hd,zmhs,mhu,mn, (3.28)

τzmn =
rd,zm
c

+ τs,m +
ru,mn
c

, (3.29)

and where τs,m denotes propagation time through each satellite signal path. τs,m will

be small, and τs,1 ≈ τs,2 is a realistic assumption and achievable for a satellite, so we

choose to simplify the analysis by using τs,1 = τs,2 = 0 . Again, based on the geometry

and close antenna spacing at the ground for anchors and UTs, the total propagation

time can be approximated as follows:

τ {m} ' τ1m1 ' τ2m1 ' τ1m2 ' τ2m2 m ∈ {1, 2}. (3.30)

The propagation time difference between the two satellite paths is given by:

Td = max(τ {m})−min(τ {m}) m ∈ {1, 2}. (3.31)
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After simplifying (3.26) and (3.27) using (3.30):

y1(t) = h111(t) x1(t− τ {1}) + h122(t) x2(t− τ {2}), (3.32)

y2(t) = h211(t) x1(t− τ {1}) + h222(t) x2(t− τ {2}). (3.33)

The frequency offset (inclusive of the Doppler) associated in the channel paths

through each respective satellite will be identical. That is, the channel path elements

h111(t) and h211(t) will experience the same frequency offset and similarly for the chan-

nel path elements h122(t) and h222(t). This accounts for the satellite movement and

assumes that the anchor terminals are not moving and the UT antennas are co-located

on a single platform, hence they move together.

A suitable MIMO decoder based on either minimum mean square error (MMSE)

or zero forcing (ZF) criteria can be employed for channel inversion [27]. The channel

inversion processing coherently separates the two parallel symbol streams. Post chan-

nel inversion, frequency offset compensation and time delay compensation are required

to compensate for individual frequency offsets and to time-align the symbol streams

(due to Td) respectively. Subsequently the signals are processed by Root-Raised Cosine

(RRC) filtering and symbol-timing recovery (STR) as shown in Figure 3.9. Post STR,

the oversampled signals are decimated to one sample per symbol (sps) rate, to obtain

x̂1 and x̂2. The received symbol estimates are then combined serially followed by con-

ventional receiver processing that includes demodulation and forward error correction

(FEC) decoding.

3.4.2 MIMO uplink and SISO downlink

In the U2A scenario, the uplink is MIMO and two downlinks are SISO:y1
y2

 =

hd,11 0

0 hd,22

Hs

hu,11 hu,12

hu,21 hu,22


x1
x2


+HdHswu + wd. (3.34)
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Ignoring the noise components, the time-series representation of the received signal

after substituting (3.30) will be as follows:

y1(t) = h111(t) x1(t− τ {1}) + h112(t) x2(t− τ {1}), (3.35)

y2(t) = h221(t) x1(t− τ {2}) + h222(t) x2(t− τ {2}). (3.36)

In contrast to the A2U scenario, in the U2A scenario, the frequency offset and time

delay compensation must be performed before the channel inversion as shown in Fig-

ure 3.10. In equations (3.35), (3.36), the frequency offset in the channel path elements

h111(t) and h112(t) will be the same and similarly for h221(t) and h222(t). To compensate

for the propagation time difference, one of the received signals with min(τ {m}) has to

be delayed by Td to time align with the other received signal. The symbol estimates x̂1

and x̂2 are obtained post channel inversion, filtering and timing recovery. The subse-

quent receiver signal processing after the parallel to serial conversion block is identical

to the U2A scenario.

Figure 3.10: Receiver architecture for U2A scenario

3.4.3 MIMO uplink and MIMO downlink

In the A2U and U2A scenarios, MIMO is used either on downlink or uplink, hence, the

receiver signal processing is relatively simple. If MIMO links are used in both uplink
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and downlink: y1
y2

 =

hd,11 hd,12

hd,21 hd,22

Hs

hu,11 hu,12

hu,21 hu,22


x1
x2


+HdHswu + wd. (3.37)

Again, ignoring the noise components, the time-series representation of the received

signal after substituting (3.30) will be as follows:

y1(t) = h111(t) x1(t− τ {1}) + h121(t) x1(t− τ {2})

+ h112(t) x2(t− τ {1}) + h122(t) x2(t− τ {2}), (3.38)

y2(t) = h211(t) x1(t− τ {1}) + h221(t) x1(t− τ {2})

+ h212(t) x2(t− τ {1}) + h222(t) x2(t− τ {2}). (3.39)

Each of the received signals have multiple copies of the transmitted symbols, time

separated by Td. This results in a multipath induced frequency selective channel with

a coherence bandwidth inversely proportional to Td. The typical coherence bandwidth

will be in the order of 1 kHz or less due to large orbital separation of the satellites. With

such a small coherence bandwidth, an efficient waveform design would be challenging.

This architecture is not considered further in this thesis.

3.5 Simulation Results

A simulation framework was developed to evaluate the performance of the A2U scenario

with a slow varying flat fading Ricean channel. The bit error rate (BER) performance

was assessed for the MIMO system in comparison with conventional SISO SATCOM

under different Ricean factor values (K =100 and K =10). In Figure 3.11, uncoded 16-

QAM and uncoded QPSK are considered to achieve a spectral efficiency of 4 bits/s/Hz
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in the SISO (single satellite, 16-QAM) and MIMO (two satellites, 2 × QPSK), re-

spectively. The term Es/No is identical to ρt, assuming the signal bandwidth is same

as the symbol rate. The figure legend Z ×M × N signifies the number of receivers,

satellites and transmitters, respectively. The UHF UTs are spaced at an optimum

distance dG = 1.15 m as per Figure 3.3. Throughout, the simulation framework uses

a fixed frequency offset of 1000 Hz and 1050 Hz at the two satellites, respectively,

Td = 1.02 × 10−3 sec, a sample rate of 25 kHz and four samples per symbol oversam-

pling. It is assumed that the receiver has a perfect knowledge of the channel, frequency

offsets and propagation time difference.

Figure 3.11: Uncoded BER performance in Ricean fading at dG = 1.15 m

The performance improvement using MIMO is illustrated in Figure 3.11. Approx-

imately 5 dB and 6.5 dB of improvement is achieved over the SISO scenario at 10−5

BER for K = 100 and K = 10, respectively. For a fair comparison, the sum power

in the uplink (EIRPu) and downlink (EIRPd) are the same in both MIMO and SISO

cases.
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In Figure 3.12, the BER performance is analysed with respect to different inter-

antenna spacing at Es/No = 14 dB. The lowest BER is achieved when dG = 1.15 m,

where the channel is spatially orthogonal in the A2U scenario. This pattern is related

to the capacity analysis presented in Figure 3.3.

The BER performance using a popular error control coding method, namely low

density parity check (LDPC) at half rate code is shown in Figure 3.13. The LDPC

code design is based on DVB-S2 standard with block length equal to 64,800 bits [47].

Similarly, the results show a performance improvement of 4.5 dB and 6.7 dB over SISO

scenario at 10−4 BER for K = 100 and K = 10, respectively.

Figure 3.12: A2U 2×2×2 uncoded QPSK, BER with respect to dG at Es/No = 14 dB

3.6 Satellite Orbital Drift

So far, it has been assumed that the satellites are fixed in their respective orbital posi-

tions except for the acknowledgement of a Doppler contribution. However, in practice

the satellites do not maintain a stationary position and have non-zero eccentricity and
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Figure 3.13: Comparison of 16-QAM SISO + A2U 2x QPSK MIMO, LDPC Rate 1/2
BER performance in Ricean fading channel

inclination. As the orthogonality of the channel is dependent on the geometry, it is

important to consider the restrictions of the MIMO channel capacity to the real world

effects of satellite movements. A typical station keeping volume for a geostationary

satellite in latitude and longitude is ±0.05o and 4e−4 in eccentricity [46]. Assuming

the two satellites are in random locations within their respective station keeping box,

for each set of satellite positions, the optimal location contours for antenna placement

is overlaid and is shown in Figure 3.14. Each contour in Figure 3.14 corresponds to

different ν value that satisfies (3.22) in the A2U scenario.

The contour lines, whilst not significantly smeared in this case, indicates that the

antenna placement for UHF SATCOM is least affected due to the satellite ephemeris.

This result is attributed to the farther orbital separation of satellites for the UHF band,

which would not be the case in the higher frequency bands that utilise closer orbital

separation of satellites. Some satellites in the UHF band are deliberately placed in

an inclined orbit to serve the polar regions. The optimal location contour is shown in
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Figure 3.14: Optimal location contour for antenna placement

Figure 3.15 when the satellites are inclined by plus or minus two degrees in latitude.

The smearing effects in the location contours are much more pronounced and are due

to the large relative movement of the satellites. At the same time, the optimal location

contours also indicate that there is only a small degradation when the UTs are arranged

in the longitudinal axis, that is, δG = 0.

Figure 3.16 shows the normalised capacity analysis with respect to the antenna

orientation angle for the case when the satellites are two degrees inclined. As it can be

seen from the figure, for Z = 2 antennas on the ground, the capacity randomly varies

with respect to δG for each random position of the satellites. This phenomenon is

comparable with the optimal location contour plot in Figure 3.15. However, for Z = 3

antennas on the ground in a triangular set-up as shown in Figure 3.6, the normalised

capacity is less sensitive to both the δG and the satellite inclination. The results show

that for a practical use case, a triangular antenna set-up can offer a robust geometrical

solution in the UHF band when using MIMO SATCOM even with inclined satellites.
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Figure 3.15: Optimal location contour for UT antenna placement for 2o inclined satel-
lites for Z = 2

3.7 Chapter Review

Narrowband satellite communications at UHF is an attractive option to global military

SATCOM community because of its unique advantages, including low cost. However,

an inherent drawback of the UHF band is its relatively low bandwidth and the prac-

tical inability to frequency reuse in the geo-stationary orbital space due to the broad

beamwidth of user antennas; hence very limited available capacity. In this chapter,

the potential performance improvement for UHF SATCOM by applying the MIMO

spatial multiplexing technique is analysed. Spatial orthogonality was achieved through

two satellites separated by 30 degrees in orbit and UHF user antennas separated by

spacing in the order of one meter on the ground as a specific example. Channel mod-

elling using Ricean flat fading channel and capacity calculations were presented. A

simple, practical receiver signal processing architecture was presented to deal with the

synchronisation challenges from multiple satellites for both the A2U and U2A scenar-

ios. The results show that the application of the MIMO technique has the potential
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Figure 3.16: Capacity analysis with respect to δG for 2o inclined satellites and Z = 2, 3
with optimal spacing

to increase the channel capacity in narrowband UHF SATCOM. Although the MIMO

analysis presented in this chapter was targeted for conventional narrowband UHF SAT-

COM, the technique may also provide a MIMO opportunity for satellites such as the

US DoD’s mobile user objective system (MUOS). Investigation of MIMO waveforms

for frequency selective multi-user wideband UHF SATCOM channels is a subject topic

for future research and is further discussed in Section-7.2.1. Results form the work

presented in this chapter have been published in [8] and [9].



Chapter 4

Polarization Multiplexing

Utilising orthogonal polarizations as two independent SISO systems is an existing fre-

quency reuse technique in SATCOM. Polarization multiplexing is similar to spatial

multiplexing but without the requirement to spatially separate antennas either in the

ground or space. A single Dual Polarized (DP) antenna that can simultaneously excite

in both orthogonal polarizations can be used to transmit or receive an independent

data stream in each polarization. However, poor Cross Polar Isolation (XPI) in the

link can significantly reduce the achievable gain.

The application of polarization for MIMO SATCOM has been studied earlier for

LMS broadcasting systems [48, 23]. The conclusion of these studies was that the polar-

ization provides significant diversity gain in an LMS channel. In [49], one-dimensional

Space Time Trellis Codes (STTCs) are shown to provide both multiplexing and di-

versity gains in a DP channel. In a Rayleigh fading channel, the use of STTC with

polarization multiplexing is shown to provide equal or better BER than the SISO

scenario whilst doubling the spectral efficiency [20].

In this chapter, the polarization domain is analysed under LOS channel conditions

using two orthogonal circular polarizations, namely Left Hand Circular Polarization

(LHCP) and Right Hand Circular Polarization (RHCP). Under LOS conditions (as-

suming without rain) there is significant natural isolation in the channel between the

two polarizations. Thus, the channel induced depolarization is minimal and the XPI
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in the link would be dominated by each antenna’s ability to distinguish between the

polarizations [50].

We begin with a brief introduction to polarization in Section-4.1 and show how the

system performance can degrade when using orthogonal polarizations as two separate

SISO channels. It is common in MIMO literature to define the polarization metrics us-

ing the antenna’s Axial Ratio (AR), it’s Cross-Polar Discrimination (XPD) or in-terms

of the XPI in the link. However, these metrics only represent the polarization state

in-terms of amplitude or power values and ignore the phase information. We derive

a DP antenna model for circular polarization in Section-4.3 that includes both phase

and amplitude, and show that in a MIMO context the factor “polarization parallelity”

of an antenna is more significant than XPD. Using the DP antenna model, an example

case study is presented in Section-4.4 in order to analyse the requirements for combined

spatial and polarization MIMO with a 4× 4 channel model. Using the case study, the

MIMO capacity impact due to non-ideal DP antennas is analysed in Section 4.5.

4.1 Polarization Ellipse

The Electro-Magnetic (EM) wave radiated by an antenna consists of an electric field

component and a magnetic field component; these two components are orthogonal and

are perpendicular to the direction of propagation of the wave [46]. Polarization is

defined as the orientation of the plane that contains the electric field of the radiated

wave [51]. A vertical whip antenna generates and receives in vertical polarization.

Similarly if the antenna element is horizontal, the wave polarization is horizontal.

Vertical and horizontal polarizations are categorised as linear polarizations and are

mutually orthogonal. Elliptical polarization is similar to linear polarization but uses

both vertical and horizontal elements of the antenna to create a polarization vector

that rotates either in left-hand or right-hand polarization. Circular polarization is a

special case of elliptical polarization and is commonly used in MILSATCOM as LHCP

and RHCP, because in an ideal case, it removes the need to align the transmit and
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receive antennas. LHCP and RHCP are mutually orthogonal to each other. Linear or

circular orthogonal polarizations both support frequency reuse technique in SATCOM.

The antenna polarization can be conveniently explained using a polarization ellipse

as shown in Figure 4.1. The time harmonic electric field vector, denoted by E for a

plane wave along the direction of propagation in the z axis, is a function of time (t) and

position (Z) along the direction of propagation. In the figure, the z axis cuts through

and propagates out of the page.

Figure 4.1: Polarization ellipse

E = hEh + vEv, (4.1)

where h and v are the components of the E field vector. The terms Eh and Ev denote

the instantaneous amplitudes of the h and v components, respectively:

Eh = E1 sin (ωt− βZ), (4.2)
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Ev = E2 sin (ωt− βZ + δP), (4.3)

where E1 and E2 are peak amplitudes along the h and v directions, respectively, and

β denotes the wave number. The term δP denotes the relative phase between the Eh

and Ev components of the electric field vector.

For a linear polarized wave, δP will be equal to zero and the orientation of the

electric field is determined by hE1 + vE2. If E1 = E2 and δP = ±90 degrees, the wave

will be circularly polarized. According to the IEEE notation, a right hand circular po-

larization (where δP = −90o) is clockwise rotation of the wave viewed in the direction

of propagation. Similarly, a left hand circular polarization (where δP = +90o) is char-

acterised by anti-clockwise rotation of the wave viewed in the direction of propagation

[51].

The AR of an antenna is defined as voltage ratio of the major and minor axis of

the polarization ellipse, (1 ≤ AR ≤ ∞). The AR is equal to one for ideal circular

polarization. The tilt angle ξ in the polarization ellipse is defined as the angle between

the major axis and the h axis.

4.2 Polarization Metrics

Although there exist multiple version of definitions for XPD and XPI in the literature,

in this thesis we follow the following definitions: XPD is an antenna specific param-

eter and is a measure of how much a signal in a given polarization is coupled into

the opposite polarization. XPI is a measure of how much two signals transmitted si-

multaneously in orthogonal polarizations will interfere with each other at the receiver

[23, 46]. XPI is denoted as a power ratio between the Cross-Polar (XP) and Co-Polar

(CP) components in the link at the receiver.

To maximise CP signal reception; the axial ratio, polarization sense (RHCP or

LHCP) and orientation (tilt angle) of the receive antenna must match with the polar-

ization of a received wave. Similarly to maximise XPI in the link, the antenna AR and
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orientation must match the received CP signal, but in an opposite sense (for example,

the receive antenna polarization fully rejecting the XP signal).

The XPD of an antenna is often expressed in-terms of the antenna AR as given

below [46]:

XPD =
AR + 1

AR− 1
(4.4)

Since XPD and AR are amplitude ratios, in decibels they are expressed by 20 log10 (XPD)

and 20 log10 (AR), respectively. Similarly, XPI can be expressed in-terms of the AR

and polarization tilt angles between the incoming wave and the received antenna [51].

XPI = 1− (1 + AR2
t )(1 + AR2

r) + 4ARtARr + (1− AR2
t )(1− AR2

r) cos (2[ξt − ξr])
2(1 + AR2

t )(1 + AR2
r)

(4.5)

where the subscripts t and r denote transmit and receive antennas, respectively, and

ξt − ξr denotes the polarization tilt angle difference between these antennas. In this

case, we have assumed an ideal channel with no depolarization. In decibels the XPI is

given as 10 log10 (XPI). In Figure 4.2, an example where the transmit antenna AR is

held constant 1.5 dB, the XPI is plotted against the polarization tilt angle difference

for different polarization axial ratios. Often for circularly polarized antennas, the

polarization performance will be given in-terms of AR or XPD. It can be noticed from

Figure 4.2 that a given antenna AR does not guarantee a specific XPI in the link at

the receiver, rather XPI is dependent on both AR and polarization tilt angles. Good

isolation between the polarization is achieved when there is match between the AR of

the transmit and receive antennas and the tilt angle difference is zero [52].

4.2.1 XPI Impact

While simultaneously using both circular polarizations can ideally double the channel

capacity, poor XPI in the link can significantly degrade the system performance. In

this sub-section, the XPI impact on the received SNR at the output of the antenna is
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Figure 4.2: Polarization tilt angle impact on XPI

assessed. The expected received SNR (ρ) of a typical link is given by:

ρ =
Scp

σ2
w

, (4.6)

where Scp is the received signal power for the CP signal and σ2
w denotes the receiver

noise power. If both circular polarizations are used simultaneously, the presence of an

another independent signal on the XP port could add as interference to the CP signal.

Thus the actual received Signal to Noise plus Interference Ratio (SNIR) % is given by:

% =
Scp

σ2
w + Sxp

, (4.7)

where Sxp is the received power of the opposite polarization signal at the CP port.

According to the XPI definition, we have:

XPI =
Sxp

Scp

. (4.8)
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Thus the received SNIR can be expressed in a simplified form:

% =
ρ

1 + XPI ρ
. (4.9)

In Figure 4.3, the XPI impact in the received SNIR is compared for different XPI

values. The horizontal and vertical axes represents ρ and %, respectively. It can be

seen from the plots that due to poor XPI in the link, the received SNIR asymptotes

to a value where no further improvements can be made. For a link with -10 dB XPI,

the received SNIR value cannot exceed 10dB irrespective of the SNR in this case. The

XPI impact factor is the ratio between the expected SNR and the received SNIR.

Figure 4.3: XPI impact on received SNIR

This phenomena can be compared with the BER results in [52]. It is shown that

for an XPI value of -18dB, the BER performance increasingly degrades with increasing

signal spectral efficiency. For example, at 1e-10 BER: using 8PSK with turbo code

(rate 1/2) the XPI impact is 0.77dB, using 16APSK with turbo code (rate 3/4) the

XPI impact is 2.9dB and using 16APSK with turbo code (rate 0.95) the XPI impact
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is 5.9dB. The data show that the XPI impact is larger as the required SNR increases

due to the use of higher spectral efficiency modulation plus coding. The results show

that a poor XPI in the link can significantly degrade the system performance when

simultaneously using both polarizations as two independent SISO channels.

4.3 Antenna Polarization Model

In this section we construct an antenna polarization model to analyse the XPI impact

within a MIMO context. Most communications antennas radiate linear polarization,

except for a few such as helical antennas with inherent circular polarization. To gener-

ate circular polarization using linear excitation methods, two radiating elements placed

perpendicular to each other in the horizontal h and vertical v axes are used, with a

quarter wavelength excitation delay between them [53].

To generate LHCP, the signal to the vertical element is delayed by π
2

or a quarter

wavelength relative to the horizontal antenna element. Similarly, to generate RHCP the

signal to the horizontal antenna element is delayed by π
2

or a quarter wavelength relative

to the vertical antenna element [54]. Thus for circular DP antennas, the antenna

polarization matrix P is represented by two unit norm polarization column vectors pL

and pR representing LHCP and RHCP, respectively. In the ideal case,

P
ideal

= [p
L,ideal

p
R,ideal

] =
1√
2

 1 e−j
π
2

e−j
π
2 1

 . (4.10)

By simultaneously exciting a transmitting antenna in both LHCP and RHCP, the

resulting Eh and Ev axes can be expressed as:Eh
Ev

 = P

x1
x2

 , (4.11)

where x1 and x2 are the signals at the LHCP and RHCP input ports of the antenna,

respectively.. However, in practice the generated polarization will be elliptical due to
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antenna excitation errors in amplitude and phase. The signal flow for LHCP and RHCP

is shown in Figure 4.4. The non-ideal circular polarization amplitude excitation scaling

factors are denoted by A1 and A2 and angular deviation from ideal phase excitations

are denoted by ϕ1 and ϕ2.

Figure 4.4: Signal flow for LHCP and RHCP

The antenna polarization model with all mismatch factors is represented in a matrix

form in (4.12). This representation is similar to the amplitude and phase excitation

errors in [55], but here it is presented in a convenient matrix form:

P = [p
L

p
R
] =

 A1 e−j(
π
2
+ϕ2)

e−j(
π
2
+ϕ1) A2


 1√

1+A2
1

0

0 1√
1+A2

2

 . (4.12)

The first 2×2 matrix denotes circular polarization excitation errors in phase (ϕ1

and ϕ2) and amplitude (A1 and A2). In the ideal case, ϕ1 = ϕ2 = 0 and A1 = A2 = 1

and (4.12) reduces to (4.10). The last 2×2 matrix is a scaling matrix that is required

to ensure the two polarization column vectors p
L

and p
R

are unit norm.

The two polarizations are orthogonal if their inner product is zero, i.e., p
L

is orthog-

onal to p
R

iff p†
L
p

R
= 0 [6]. For DP antennas, the measure of polarization orthogonality
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p is a vital parameter also referred as polarization parallelity in [56].

p =
|p†

L
p

R
|

‖p
L
‖‖p

R
‖

(0 ≤ p ≤ 1). (4.13)

where the orthogonality between the two polarizations diminishes from p = 0 (fully

orthogonal) to p = 1 (in-phase).

A DP antenna with non-zero orthogonality will experience effective power loss due

to mutual coupling between the polarizations. This power loss is analogous to the

mutual coupling effect from close inter-element spacing in antenna arrays [57]. Due

to a common phase centre between the two polarizations, a DP antenna cannot offer

array gain and the polarization matrix has to be scaled in the following way [56]:

P̂ =
P√

1 + p
. (4.14)

This is equivalent to scaling the polarization matrix by its maximum singular value.

In a clear sky LOS condition, the channel depolarization can be negligible, hence the

polarization state of the overall link is dominated by the antennas. Overall unity gain

polarization matrix ∆, which includes the effect of both transmit and receive antenna

polarization matrices:

∆ = P̂
†
rP̂t =

ϑLL ϑLR

ϑRL ϑRR

 , (4.15)

where ϑLL and ϑRR denote CP elements and ϑLR and ϑRL denote XP elements. Using

(2.13), the MIMO capacity of the polarization channel can be calculated as below:

C = log2 det
(
I2 +

S

2 σ2
w

∆∆†
)

bits/s/Hz, (4.16)

where M and N are two for orthogonal polarizations, S denotes the total transmit

power.
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Based on the XPI definition given in Section 4.2, the XPI for the respective polar-

ization can also be calculated using the:

XPI
L

=
|ϑLR|2

|ϑLL|2
(4.17)

XPI
R

=
|ϑRL|2

|ϑRR|2
(4.18)

where the subscripts L and R denote the polarization LHCP and RHCP, respectively.

The XPI and the achievable capacity are shown in Figure 4.5. For each p value,

the x-axis represents each discrete simulation events. In each event, random values for

A1, A2, ϕ1 and ϕ2 are chosen that satisfy the required p value, using a random uniform

distribution in amplitude U( 1
1.3
, 1.3) and phase U(−10o,+10o).

A common requirement for SATCOM antennas is to have AR < 3 dB and generally

most circularly polarized antennas achieve this. Hence the distribution range U( 1
1.3
, 1.3)

in amplitude and U(−10o,+10o) in phase is used for the simulation. The worst case

would be A = 1.3 and ϕ = 10o and that will produce a polarization ellipse with

AR=2.75 dB. Within this range, multiple1 random combination of values are generated

and from that a particular set of values for A1, A2, ϕ1 and ϕ2 is selected that closely

match with the required p value, usually within an error value of 10−4.

Note that separate amplitude and phase values are chosen for both transmit and

receive antennas in each event, however, the p value for both antennas are the same.

The tilt angle and the AR of the transmit and receive antenna is dependent on a

chosen amplitude and phase value. Since XPI is a function of the tilt angle and AR of

both the transmit and receive antennas, the XPI values have random characteristics

for randomly chosen amplitude and phase values, as shown in the top sub-plot of

Figure 4.5. However, the MIMO capacity of the polarization model using (4.16) in the

bottom sub-plot of Figure 4.5 (at 10 dB SNR) shows negligible variation under each

p values, irrespective of the AR, tilt angle and the resultant XPI. Hence, in a MIMO

context specifying the polarization parallelity (p) of a DP antenna is more significant

than XPD or XPI to guarantee an achievable channel capacity in the link.

1around 10,000
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Figure 4.5: In a MIMO context, comparison of the XPI in the link (top) and the
channel capacity (bottom) variation across the simulation events at 10 dB SNR

In the dual SISO context, poor XPI can degrade system performance when the two

orthogonal polarizations are used simultaneously. However, the MIMO capacity results

show that in a MIMO system the achievable gain is relatively insensitive to the XPI

values. Hence, MIMO for SATCOM using the polarization domain is a useful method

to minimize the mutual interference between the two antenna polarizations that arise

from polarization tilt angle and AR differences.
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4.4 Spatial and Polarization Multiplexing

In this section, an example case study is used to analyse the MIMO capacity utilising

both spatial and polarization multiplexing. In X-band, orbital slots for multiple satel-

lites within two degrees are generally not viable due to adjacent satellite interference

issues from small user antenna terminals. A system concept to utilise MIMO in both

the spatial and polarization domains is shown in Figure 4.6.

Figure 4.6: System concept for 4×4 uplink MIMO channel

In this case the uplink is a MIMO channel and downlinks from each satellite to its

respective anchor station are SISO links. In the uplink, N transmit DP antennas are

arranged in an uniform linear array (ULA) separated by distance dG. In this analysis,
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the number of satellites is restricted to two (M = 2). The satellite antennas are DP

on both the user and anchor links. We assume that the orbital spacing between the

satellites corresponds to the longitudinal range of 0.5 to 2 degrees. Overall the number

of degrees of freedom in the channel cannot be greater than four.

The overall channel matrix includes the uplink Hu ∈ C2M×2N , the satellite Hs ∈

C2M×2M and the downlink Hd ∈ C2M×2M channel components, where the factor 2 is

used to denote the DP antennas. The uplink MIMO channel matrix is given by:

Hu =

Hu,11 Hu,12

Hu,21 Hu,22

 , (4.19)

where,

Hu,mn = au,mn gu,mn ∆u,mne
−jφu,mn m,n ∈ {1, 2}, (4.20)

where ∆ is from (4.15). In an ideal polarization state ∆u will be a 2 × 2 identity

matrix. Similarly the downlink channel matrix is given by:

Hd =

Hd,11 02×2

02×2 Hd,22

 , (4.21)

where,

Hd,mm = ad,mm gd,mm I2e
−jφd,mm m ∈ {1, 2}, (4.22)

The satellites are non-regenerative and the satellite transfer function can be expressed

simply as a diagonal matrix:

Hs = gsI2M . (4.23)

The overall transfer function of the system is similar to (3.23):

y = HdHsHux + HdHswu + wd (4.24)

where we further define Ht = HdHsHu as the overall channel matrix and x ∈ C2N×1

and y ∈ C2M×1 are the transmit and receive signals, respectively.



66 Chapter 4. Polarization Multiplexing

Using SVD (Chapter-2, 2.4.1) the channel matrix can be decomposed as follows:

Ht = UΛV†, (4.25)

where U ∈ C2M×2M , V ∈ C2N×2N are unitary matrices, and Λ ∈ <2M×2N is a singular

value matrix. The diagonal elements of Λ are non-negative real valued singular values

(λ1 ≥ λ2... ≥ λk) and the off diagonal elements are zeros, where k signifies the number

of non-zero eigenvalues or the channel rank (k ≤ min{2M, 2N}) as per (2.16).

By substituting (4.25), x = Vx̃ and ỹ = U†y in (4.24):

ỹ = U†UΛV†V x̃ + U†HdHswu + U†wd, (4.26)

= Λx̃ + w̃u + w̃d. (4.27)

Since U is an unitary matrix, the distribution of w̃d will be same as wd (w̃d ∼

CN (0, σ2
w,dI2M)) . However, the distribution of w̃u is dependent on the orthogonality

of the HdHs matrix product. In this analysis, for convenience we assume an ideal

unity gain satellite and downlink channel such that the distribution of w̃u will be same

as wu (w̃u ∼ CN (0, σ2
w,uI2M)). The ideal channel assumes the downlink DP antenna

polarizations are orthogonal and the two SISO links are completely isolated. The SVD

channel model is shown in Figure 4.7.

The channel capacity is given by:

C =
2M∑
i=1

log2(1 +
S̃i

σ2
w,u + σ2

w,d

λ2i ) bits/s/Hz. (4.28)

The capacity is modified from (2.23) to include both uplink and downlink noise com-

ponents. Let S̃ denote total transmit signal power before the V matrix and S denote

power after the V matrix. Since V is unitary, S̃ = S so we can write:

S̃ =
2M∑
i=1

S̃i =
2N∑
n=1

Sn = S, (4.29)



Chapter 4. Polarization Multiplexing 67

Figure 4.7: SVD model for spatial and polarization multiplexing

where 2M is the number of data streams transmitted using 2N channel paths (N ≥M).

The total transmit signal power is constant irrespective of the total number of transmit

antennas. Power allocation using the water-filling method is an optimum strategy to

maximize capacity [27].

S̃i =

(
µ−

σ2
w,u + σ2

w,d

λ2i

)+

, (4.30)

where µ is a parameter to satisfy the total power constraint in (4.29) and (x)+ denotes

max{0, x}.
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Table 4.1: System parameters for Spatial and Polarization MIMO in X-band

Parameter Value
S1 orbital position 156o E
S2 orbital position 157o E

UT1 and UT2 locations 35oS 138oE
dG ≈ 1 m

X-band uplink fu 8.15 GHz
Noise variance σ2

w,u = σ2
w,d

The antennas are arranged in an uniform linear array (ULA) along the East-West

orientation with spacing dG between the antennas. The achievable capacity using the

SVD technique and the water-filling power allocation method is shown in Figure 4.8

with respect to dG and N . The calculations assume the parameters in Table 4.1 for

the location of the satellites in the geostationary orbit, uplink frequency, and transmit

location on the ground for the UTs. The spatial orthogonality is achieved by satisfying

the range relationship in (3.21).

Figure 4.8: Capacity with respect to dG at 15 dB SNR with N ideal DP antennas
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The larger N, the less the capacity results are prone to antenna miss-positioning

error in dT . This result agrees with analysis presented in [19], however, the authors

did not consider dual polarization. The effects of non-ideal DP antennas are analysed

in next section. At non-optimum dG values, for example at 2m and 4m separations,

the water-filling power allocation algorithm (4.30) ceases allocating power to low sin-

gular value channel streams. The incremental capacity obtained with more transmit

antennas N is an additional benefit from beamforming. The incremental capacity gain

from beamforming is due to the channel state information available at the transmitter

(CSIT) and for high SNRs it can be calculated as max
(
2M log2

(
N
M

)
, 0
)
[6], where the

multiplicative factor 2 denotes the two polarizations. The incremental capacity from

increasing N can be traded-off to reduce each transmit antenna size. For a parabolic

antenna with diameter D, the maximum antenna gain at boresight is given by:

gant =
πDf

c
. (4.31)

Reducing each antenna size by
√
N , the combined overall antenna area

∑N π
(

D
2
√
N

)2
remains the same irrespective of N . The effect on capacity of reducing the transmit

antenna size in this way as N increases is illustrated in Figure 4.9 with respect to dG

at 15 dB SNR. The application of water-filling (WF) power allocation with respect

to equal (EQ) power allocation is also compared in Figure 4.9. The WF method has

no real advantage over EQ power allocation when the antenna spacing is optimal or

close to being optimal. For the scenarios where the antenna spacing is close to the

“worst case”, the WF power allocation recognises the reduction in the channel rank

and allocates the power to the two remaining independent polarizations. The SVD

advantage is to make use of the CSIT and allocate the transmit power efficiently to

the streams with stronger singular values.

In Figure 4.10, the WF capacity for dG values at 1m and 2m separations, respec-

tively, are shown. At high SNR values (> 9 dB), better capacity is achieved when

dG = 1m, which is an optimal dG value for spatial multiplexing. However, at low SNR

values (≤ 9dB), the capacity results are better at dG = 2m, which is a non-optimal

dG value for spatial multiplexing but favourable to achieve beamforming gain. Here



70 Chapter 4. Polarization Multiplexing

Figure 4.9: Tx antenna size scaled with respect to N: Capacity with respect to dG at
15 dB SNR with ideal DP antennas and comparison of WF and EQ power allocations

the water-filling power allocation method benefits the capacity by beamforming in-

stead of spatial multiplexing. Single satellite SISO capacity is shown for comparison

to appreciate the benefit of MIMO.

4.5 Non-Ideal DP Antennas

It is shown in Section 4.3 that in a MIMO context, the term polarization parallelity

is a significant performance indicator when using multiple polarizations, and is more

indicative of the performance than AR, XPD or XPI. A random uniform error distri-

bution in amplitude U( 1
1.3
, 1.3) and phase U(−10o,+10o) using equation (4.13) gives

a histogram for p from −24 dB to −6 dB and mode lies at −9 dB as shown in Fig-

ure 4.11. The histogram analysis on the p value for the given distribution range shows

the most occurrence between approximately -11 to -7 dB. This can be used to asses
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Figure 4.10: Tx antenna size scaled with respect to N : Capacity with respect to SNR
with ideal DP antennas

the impact of non-ideal DP antennas using the case study analysis presented in the

previous section.

The effect of different p values on the achievable capacity is shown in Figure 4.12

using (4.28)2. The ’green’ plot in Figure 4.12 can be compared with the ’green’ plot

in Figure 4.10, both represents the same capacity values in an ideal polarization state.

As the p values of the antennas increase from zero (ideal state) and approach toward

one, we can see the drop in achievable channel capacity in Figure 4.12. The histogram

analysis in Figure 4.11 shows that in practice p = −9 dB is a likely value for polarization

parallelity for DP antennas in a MIMO link. For p = −9 dB, approximately ten percent

of the capacity is lost at high SNRs due to non-ideal DP antennas.

In a MIMO system, this capacity loss due to non-ideal DP antennas is practically

expected while taking advantage of multiplexing in the polarization domain. However,

2Note that the equation (4.28) takes into account the effects of both spatial and polarization
multiplexing.



72 Chapter 4. Polarization Multiplexing

Figure 4.11: Histogram for polarization parallelity with uniform error distribution in
amplitude U( 1

1.3
, 1.3) and phase U(−10o,+10o)

the capacity loss in a MIMO context is significantly less compared to the XPI impact

scenario analysed in Section 4.2.1, when the two polarizations are simultaneous used

as two independent SISO systems.

The capacity using non-ideal DP antennas is analysed along with antenna spac-

ing constraints in Figure 4.13 and Figure 4.14 for N = 2 and N = 3, respectively.

The ideal DP antenna state is denoted by p = −∞ and corresponds with the plots in

Figure 4.9. The results shows that the non-ideal DP antennas used for polarization

multiplexing does not alter the spatial antenna spacing requirement for spatial multi-

plexing. However, depending on the p value, there is an inevitable loss in the channel

capacity irrespective of the spatial antenna spacing. Note that for a given p value

in the analysis, all the antennas both in the transmit and receive have same p value,

but may have different amplitude and phase polarization excitation errors. In all the

scenarios, the results show that there’s no tangible advantage in using WF transmit
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Figure 4.12: Polarization impact on capacity at optimal dT (1m) (N = M = 2) using
EQ power allocation

power allocation technique over EQ power allocation to counter the effects of non-ideal

DP antennas when the spatial arrangement is near optimum.

4.6 Chapter Review

The use of orthogonal polarizations is a well known frequency reuse technique in SAT-

COM. However, poor cross polar isolation can significantly degrade system perfor-

mance. In this chapter, the XPI impact on communications system performance was

analysed and it was shown that the poor cross polar isolation can be caused by non-

ideal circular DP antennas and due to tilt angle differences. In this chapter, an antenna

model for circular DP antennas was given and it was shown that the orthogonality of

the antenna polarization can be expressed in-terms of polarization parallelity. In a

MIMO context, the term polarisation parallelity is shown to have more significance

in-terms of assessing the MIMO capacity than traditionally used power ratios includ-
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Figure 4.13: Tx antenna size scaled with respect to N = 2: Capacity with respect to
dG at 15 dB SNR under different p values

Figure 4.14: Tx antenna size scaled with respect to N = 3: Capacity with respect to
dG at 15 dB SNR under different p values
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ing XPD and XPI. The MIMO polarization multiplexing was investigated along with

spatial multiplexing for SATCOM using a case study with two satellites in X-band

MILSATCOM. The advantage of MIMO polarization is two fold. The first is as a tech-

nique to counter poor cross polar isolation (XPI) and the second is to approximately

double the available spatial multiplexing gain and is less sensitive to the degradation

from poor XPI than using the two SISO approach. Capacity analysis shows that at

high signal-to-noise ratios (SNR) significant capacity gain can be achieved through

spatial multiplexing. However, at low SNR especially with channel state information

available at the transmitter (CSIT) the MIMO channel benefits from beamforming.



Chapter 5

MIMO Spatial Multiplexing: Single

Satellite Systems

Next generation geo-stationary SATCOM systems in Ka-band are positioning aggres-

sively in-terms of throughput and capacity. High Throughput Satellites (HTS) and

High Capacity Satellites (HiCapS) are two main categories of satellite systems that

have emerged [16]. A HTS system typically utilises many fixed spot beams covering

multiple small footprints on the ground. The main aim of a HTS system is to increase

the overall throughput of a satellite by frequency reuse between the spot beams, using

at-least four or more frequency colours. In contrast, the aim of a HiCapS system is to

focus capacity in a smaller region. HiCapS systems typically have multiple steerable

spot beams serving any area of Earth visible from the satellite. WGS1 is an example

of HiCapS system with eight steerable spot beams in Ka-Band.

A number of possible selection criteria may influence the choice between HTS or

HiCapS systems. Military users may tend to favour HiCapS, as they demand more

capacity in a single region rather than overall global throughput from HTS. Reducing

the number of frequency colours in a HTS system will increase the bandwidth available

in each spot beam and can boost the overall throughput, but at a cost of increased

interference to the users at the edge of the beams. The application of MIMO and

1Wideband Global SATCOM (WGS) is US DOD’s high capacity satellites, where Australia is a
partner
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multi-user detection (MUD) techniques have been analysed to mitigate the interference

[34, 35, 36] and these studies show an improvement in the system performance.

The SATCOM channel, especially at X, Ku and Ka band frequencies, is principally

dominated by the LOS path. It is well known that the absence of scatterers may lead

to rank deficiency in the channel matrix as LOS conditions are not suited for point-

to-point MIMO. However, it was explained in Chapter-2 that geometrical optimisation

using geographically displaced antenna separation at the ground or space can provide

extra degrees of freedom. In Chapter-3, it was shown that MIMO using multiple satel-

lites is an attractive application at lower frequency bands, especially at UHF SATCOM

to enhance capacity by orbital frequency reuse.

A multi-user (MU) MIMO spatial multiplexing technique is proposed in this chap-

ter to enhance the channel capacity of a HiCapS system in a constrained geographical

region by enabling frequency reuse. The main advantages of the MU-MIMO tech-

nique are; each user requires only a single antenna terminal and it is applicable in

LOS channels. The channel capacity can be linearly increased utilising multiple spot

beam antennas on a single satellite serving the considered geographical region. In

[14], MU-MIMO has been suggested as a potential solution to achieve frequency reuse

in SATCOM with a scattered user distribution. In this chapter, we expand on the

MU-MIMO and spatial multiplexing techniques to show how this can be applied to

SATCOM to increase the capacity of a HiCapS system.

A system model is presented in Section-5.1 to introduce the concept. Optimal

location contours for multiple orthogonal users using 2× 2 and 4× 4 MIMO scenarios

are described in Section-5.2. The channel capacity is analysed in Section-5.3 and the

impact of sub-optimal user location is analysed in Section-5.4. A simulation framework

is presented in Section-5.5 using linear MIMO decoding techniques such as the Zero

Forcing (ZF) filter and Minimum Mean Square Error (MMSE) filter. This section also

includes BER simulation results using an uplink 4× 4 MU-MIMO channel.
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Table 5.1: System parameters for MU-MIMO SATCOM in Ka-band

Parameter Value
Satellite 156o E

Frequency f 30 GHz
Beam centre 34oS 145oE

Beam coverage radius ≈ 2000 km
Minimum dG ≈ 95 km

5.1 System Model

The system concept is show in Figure 5.1. A notional satellite in the 156oE location

is considered with multiple antennas pointing to a constrained region in the order of

1000 km diameter. For M antennas in space, in this case on a single satellite, the

idea is to group multiple sets of N users from a distributed user set on the ground

to reuse the same frequency. Each user has a single antenna. In Figure 5.1, M = 2

antennas on the satellite can support orthogonal user groups of N = 2 users for spatial

multiplexing. It is assumed that the demodulation and decoding are done on board

the satellite or orthogonal parallel paths exist between the satellite and the anchor

stations. The analysis in this chapter is restricted only to the MU-MIMO channel

between the users and the satellite and assumes an ideal link between the satellite

and anchor stations. MIMO decoding and precoding are required at the satellite or

at anchor stations to support the user uplink and downlink, respectively. In either

the user uplink or downlink, the multiple user are not required to be cooperative with

each other. However, the users are assumed to be spatially distributed in the region.

This chapter mainly focuses on the uplink channel analysis from multiple users to the

satellite in Ka-band. The system parameters are listed in Table 5.1. The channel

matrix is denoted by H ∈ CM×N , where M is the number of antennas in use on

the satellite and N is the number of single antenna users on the ground. Ideally,

to maximise channel capacity, the requirement would be to have N (= M) spatially

orthogonal users from a distributed user set, to reuse the same frequency M times. We
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Figure 5.1: System concept for spatial multiplexing in single satellite systems

define the user to satellite channel matrix as:

H =



h11 h12 . . h1N

h21 h22 . . h2N

. . . . .

. . . . .

hM1 hM2 . . hMN


, (5.1)

hmn = amngmne
−jφmn , (5.2)
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where the channel path attenuation amn and the deterministic phase component φmn

in each channel path element are given in (2.4) and (2.3), respectively. It is reasonable

to approximate the channel path attenuation as amn ≈ a for simplification purposes

and to assume that antenna gain is constant across all users, gmn ≈ g 2, such that:

H = agH̃. (5.3)

Let Υ ∈ CM×M denote the matrix product H̃H̃
†
, Υ is required to be a diagonal

matrix to ensure orthogonality between the users:

Υ = H̃H̃
†

=



ζ11 ζ12 . . ζ1M

ζ21 ζ22 . . ζ2M

. . . . .

. . . . .

ζM1 ζM2 . . ζMM


, (5.4)

ζil =
N∑
n=1

e−j2π
f
c
(rin−rln) i, l ∈ {1, 2...M}, (5.5)

ζli = ζ∗il, (5.6)

where {i, l} are index for the satellite antennas. Since H̃ is a square matrix, the channel

is spatially orthogonal if the off-diagonal elements of Υ are zeros.

ζil =

N, if i = l,

0, otherwise.

(5.7)

Distinct phase relationships are required in H̃ to satisfy (5.7). Alternatively, for a

given frequency f , a distinct range relationship is required between the user terminals

(UT) and the satellite antennas. In Chapter-2, the required range relationship from

2In the real world, this would vary by up to 3 dB between the users. However, the gain variation
will not be an issue to achieve user orthogonality.
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geometrical optimisation is given in (2.9)3. The solution in (2.9) is limited to M = 2, in

this chapter we extend the geometrical optimisation technique to achieve full M spatial

degrees of freedom, as given in (5.8).The first user (UT1) is treated as a primary user

and the other users denoted by q ∈ {2, 3...N} are chosen with reference to UT1 to

satisfy (5.8).

(ri1 − rl1)− (riq − rlq) = (l − i){Mκq + (q − 1)} c
f

ν

M
, (5.8)

where κq and ν are integer-valued phase periodicity factors. The range relationship in

(5.8) is an extended version of (2.9) for M > 2. The greatest common divisor (GCD)

between ν and M must be equal to one, i.e. they are relatively prime:

GCD{ν,M} = 1, (5.9)

κq ∈ {...− 2,−1, 0, 1, 2...}. (5.10)

Later in this chapter, it is shown in (5.12) and (5.16), how the sum value of the

complex coefficients equals to zero in the 2× 2 and 4× 4 scenarios, respectively. The

spatial range relationship values from (5.8) for all satellite antenna pairs {i, l} with

respect to UTq are given in Table 5.2 for a 4 × 4 MU-MIMO channel example. Each

row in Table 5.2 represents a UT with index q and each column represent a satellite

antenna pair with index {i, l}.

5.2 MU-MIMO Scenarios

In this scenario, we consider a uniform linear array (ULA) configuration for the satellite

antennas as shown in Figure 5.2, where dS is the uniform spacing between each antenna.

3However, the case here is different from Chapter-2. In this case the UTs are independent and are
not required to communicate with each other.
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Table 5.2: Spatial range relationship (4× 4 MU-MIMO channel scenario)

{i, l} {1,2} (1,3) {1,4} {2,3} {2,4} {3,4}

q = 2 (4κ2 + 1) c
f
ν
4

(8κ2 + 2) c
f
ν
4

(12κ2 + 3) c
f
ν
4

(4κ2 + 1) c
f
ν
4

(8κ2 + 2) c
f
ν
4

(4κ2 + 1) c
f
ν
4

q = 3 (4κ3 + 2) c
f
ν
4

(8κ3 + 4) c
f
ν
4

(12κ3 + 6) c
f
ν
4

(4κ3 + 2) c
f
ν
4

(8κ3 + 4) c
f
ν
4

(4κ3 + 2) c
f
ν
4

q = 4 (4κ4 + 3) c
f
ν
4

(8κ4 + 6) c
f
ν
4

(12κ4 + 9) c
f
ν
4

(4κ4 + 3) c
f
ν
4

(8κ4 + 6) c
f
ν
4

(4κ4 + 3) c
f
ν
4

Figure 5.2: Satellite antennas in an ULA configuration

5.2.1 2× 2 MU-MIMO scenario

In the 2 × 2 MU-MIMO scenario, the satellite has M = 2 spot beam antennas, both

pointing to the same geographical region on the ground. In this scenario, for a given

UT1 location the intention is to find an orthogonal user (UT2) such that both UT1

and UT2 can simultaneously reuse frequency as two parallel channels. The range

relationship equation simplifies to (2.9):

(r11 − r21)− (r12 − r22) =
c

f

ν

2
. (5.11)

The integer κq = 0 in this case and is ignored, because it has no significance in the

2 × 2 scenario. By satisfying (5.11), the channel will be spatially orthogonal for all

values of ν that satisfy (5.9). From (5.5) and applying (5.11), we have:

ζ12 = e−j2π
f
c
(r11−r21) + e−j2π

f
c
(r12−r22)

= e−j2π
f
c
(r11−r21){1 + ejνπ}. (5.12)

Equation (5.12) will be zero for ν ∈ {...,−3,−1, 1, 3...}.



Chapter 5. MIMO Spatial Multiplexing: Single Satellite Systems 83

At f = 30 GHz, dS = 1 m with UT1 located near Melbourne, Australia, another

spatially orthogonal user (UT2) can be anywhere in locations shown by the contours in

Figure 5.34. Each contour line traces the locations on the Earth’s surface that satisfies

(5.11). From right to left, the ν values correspond to {−3,−1, 1, 3}, respectively.

Numerical values corresponding to ( c
f
ν
2
) are displayed by each contour line. It is also

important to note that the orientation of the satellite ULA configuration with respect

to the East-West will change the orientation of the contours on the ground.

Figure 5.3: UT2 location contours for f = 30 GHz, dS = 1 m and M = N = 2

5.2.2 4× 4 MU-MIMO scenario

The concept is linearly scalable to any increasing value of M , but generally will be

limited by practicality on the satellite. In the 4× 4 scenario, for a given UT1 location,

the intention is to find other orthogonal users UT2, UT3 and UT4 that are orthogonal

in the channel to both UT1 and to each other. Thus all UTs can simultaneously reuse

4A circular spot beam footprint is shown for convenience. However, note that for the given satellite
location and geographical location of the beam, the shape may not be circular as shown.
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the same frequency creating M parallel channels. A set of range relationship criteria

must be met (as in Table 5.2) for all satellite antenna pairs {i, l} and UTs with respect

to UT1 location.

Let’s assume ν = 1 and κq = 0, the range relationship equation (5.8) simplifies as

below for the satellite antenna pair {i, l} = {1, 2}:

(r11 − r21)− (r12 − r22) =
c

f

1

4
, (5.13)

(r11 − r21)− (r13 − r23) =
c

f

2

4
, (5.14)

(r11 − r21)− (r14 − r24) =
c

f

3

4
. (5.15)

Using (5.5) and substituting (5.13),(5.14) and (5.15), it can be shown that an off-

diagonal element of Υ can be equal to zero:

ζ12 = e−j2π
f
c
(r11−r21) + e−j2π

f
c
(r12−r22) + e−j2π

f
c
(r13−r23) + e−j2π

f
c
(r14−r24)

= e−j2π
f
c
(r11−r21){1 + ej

π
2 + ejπ + ej

3π
2 } = 0. (5.16)

The contour plots in Figure 5.4 correspond to optimal user locations for UT2, UT3

and UT4 that satisfy equations (5.13), (5.14) and (5.15), respectively. The contour

numerical values in Figure 5.4 represents the respective range differences in meters.

Any locations on the green, red and magenta contour plots are optimal user loca-

tions for UT2, UT3 and UT4, respectively, for satellite antenna pair {1, 2}. However,

to satisfy the overall orthogonality of the channel matrix, the spatial range relation-

ship must also be met for other satellite antennas pairs {1, 3},{1, 4}, {2, 3}, {2, 4} and

{3, 4}: such that the intersection point of all six contours determine the required lo-

cation for each UT. A best solution is achieved when all the six contours completely

overlap with each other, so any locations on the contour line can be an optimal user

location rather than an intersection point. Based on the values in Table 5.2, two UT2

contours corresponding to satellite antenna pairs {1, 2} and {1, 3}, respectively, can
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Figure 5.4: Location contours (i = 1, l = 2) at f = 30 GHz, dS = 1m, ν = 1 and κq = 0

completely overlap each other if the following equation is held true:

(r11 − r31)− (r12 − r32) = 2
{

(r11 − r21)− (r12 − r22)
}
. (5.17)

This can be satisfied if:

(r11 − r31) = 2(r11 − r21), (5.18)

(r12 − r32) = 2(r12 − r22). (5.19)

This can be expressed in a generalised form for all UTs:

(rin − rln) = (l − i)(r1n − r2n). (5.20)

Equation (5.20) can be met if the satellite antennas are arranged in an ULA config-

uration as in Figure 5.2. To prove this, let’s consider a geometrical representation of

the satellite antenna with respect to UT as shown in Figure 5.5.
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Figure 5.5: UT and Satellite ULA geometry

Using the law of sine for triangles:

sin(β1)

dS

=
sin(β2)

r21
=

sin(β3)

r11
, (5.21)

(r11 − r21) = dS

{sin(β3)− sin(β2)

sin(β1)

}
, (5.22)

sin(β1 + α)

2dS

=
sin(β2)

r31
,=

sin(β3 − α)

r11
(5.23)

(r11 − r31) = 2dS

{sin(β3 − α)− sin(β2)

sin(β1 + α)

}
. (5.24)

To prove (5.20) from (5.22) and (5.24), it is essential that the below equation must

be satisfied from the antenna geometry:

sin(β3)− sin(β2)

sin(β1)
=

sin(β3 − α)− sin(β2)

sin(β1 + α)
. (5.25)
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Since β1 and α are extremely tiny angles, the sine and cosine function of those angles

can be approximated as sin(α) ≈ α, cos(α) ≈ 1 and sin(β1 + α) ≈ β1 + α:

sin(β3)− sin(β2)

β1
≈ sin(β3 − α)− sin(β2)

β1 + α
, (5.26)

(β1 + α){sin(β3)− sin(β2)} ≈ β1{sin(β3)− α cos(β3)− sin(β2)}, (5.27)

α{sin(β3)− sin(β2) + β1 cos(β3)} ≈ 0. (5.28)

Equation (5.28) is valid, as long as the angles β1 and α are extremely small angles,

which holds if dS ≪ rmn. Hence if the satellite antennas are in an ULA configuration,

the generalised form of the requirement in (5.20) can be similarly proved geometrically

for any {i, l} and n.

The contours for UT2, UT3 and UT4 in Figure 5.6 and Figure 5.7 correspond to

satellite antenna pairs {1, 3} and {1, 4}, respectively. The contours completely overlap

with each other and this can also be compared with Figure 5.4. However, please

note that the respective range difference values (in meters) are different compared to

Figure 5.4.

A complete set of user location contours are given in Figure 5.8 that satisfy the

orthogonality of the channel matrix. Figure 5.8 is an example for case ν = 1 and

different kq values. However, all other users will be mutually orthogonal to each other

and with UT1 if UT2, UT3 and UT4 are anywhere on the green, red and magenta

coloured contour lines, respectively 5. Similarly, Figure 5.9 shows the contours for

ν = 3, where the contours appear wide apart denoting the next periodic factor.

If the inter-antenna distance between the antennas on the satellite increases, the

distance between each optimal user location contour decreases. An example is shown

in Figure 5.10, where dS is doubled to 2 m from the previous analysis in Figure 5.8

and the distance between the optimal location contours is approximately halved. This

can be useful to satellite systems with high gain spot beam antennas with smaller spot

diameter. This shows the technique can be applied to satellites with high gain antennas

5Note that only one UT can be located on each colour to maintain the mutual orthogonality
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Figure 5.6: Location contours (i = 1, l = 3) at f = 30 GHz, dS = 1m, ν = 1 and κq = 0

Figure 5.7: Location contours (i = 1, l = 4) at f = 30 GHz, dS = 1m, ν = 1 and κq = 0
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Figure 5.8: Location contours at ν = 1, f = 30 GHz and dS = 1m

Figure 5.9: Location contours at ν = 3, f = 30 GHz and dS = 1m
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Figure 5.10: Location contours at ν = 1, f = 30 GHz and dS = 2 m

that produce smaller spot beams. Interestingly, the high gain antennas are physically

large and necessitate greater spacing.

5.3 Channel Capacity

The uplink performance of the MU-MIMO channel can be analysed in-terms of the

overall sum spectral efficiency gain. The MU-MIMO channel capacity can be expressed

in-terms of the SNR (ρ) and the channel matrix, where the single antenna multiple

users are part of the channel matrix [5]6 :

C = log2 det
(
IM +

ρ

N
H̃H̃

†)
bits/s/Hz. (5.29)

In [5], the authors assume that the total uplink power in MU-MIMO is N times greater

compared to the single user MIMO. In a MU-MIMO scenario, it is more natural to

6Section-1.2 in [5]
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have a total uplink power that increases with the number of users. However, in our

analysis the total uplink power is a constant irrespective of the multiple users, hence

the SNR is scaled by the number of users in (5.29). The reason for this SNR scaling is

to show that the capacity increment is achieved purely from spatial degrees of freedom

gain.

Figure 5.11 shows the channel capacity with respect to SNR and compares the

performance of SISO with different MU-MIMO scenarios. In each MU-MIMO scenario,

the users are assumed to be in spatially orthogonal locations and the channel matrix

is fully orthogonal. For a fair comparison, in all the scenarios the sum transmit power

is kept constant across the users. Significant performance increase can be noticed by

using MU-MIMO. For example, a 12 dB improvement to achieve 4 bits/s/Hz from four

orthogonal users compared to the SISO scenario.

Figure 5.11: Channel capacity with respect to SNR (optimal orthogonal users)

Figure 5.12 shows the channel capacity with respect to dG at 10 dB SNR, where

dG is the distance between each user on the ground when they are arranged along a

line, with uniform spacing. Unlike the satellite antennas, the users are not required to
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be in a strict ULA configuration. However, the capacity achieved does degrade when

the UT’s are not ideally spaced. A linear arrangement is used initially to analyse the

sensitivity in the inter-distance relationship between the users, this is expanded upon

in Section-5.4 considering random locations.

Figure 5.12: Channel capacity with respect to dG at 10 dB SNR and dS = 1 m

In the 2× 2 scenario, the optimal channel capacity is achieved when the minimum

distance between the two users (at the same latitude) is approximately 190 km at

f = 30 GHz. Similarly, for other MU-MIMO scenarios 3× 3, 4× 4, 5× 5 and 6× 6 the

optimal channel capacity is achieved when the minimum distance between the users

are 127 km, 95 km, 76 km and 64 km, respectively.

In the above case, it is assumed that dS = 1 m in all the MU-MIMO scenarios. The

channel capacity linearly increases with the number of satellite antennas and achievable

users. As M increases, the minimum distance requirement between the users decreases.

However, the sensitivity due to non optimal dG increases along with the MU-MIMO

order. This can be seen by the variations of capacity for each M in Figure 5.12.
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The channel capacity can also be expressed in terms of the channel singular values

as in (2.23). The distribution of singular values is a measure of usefulness of different

spatial paths in the channel.

5.4 Sub-optimal User Location

In an ideal case, the users would be at the optimal orthogonal positions. However, in

practice this may not always be possible. The impact of sub-optimal user location is

analysed in this section using Monte-Carlo simulation. For each user, let’s consider a

location square with uniform distribution from an optimal position U(−Ω,+Ω), where

Ω denotes independent displacement angle in both latitude and longitude.

The simulation results are shown in Figure 5.13. Normalised mean capacity (C/Copt)

with respect to Ω at 10 dB SNR is shown in the top subplot, where Copt is the optimal

capacity when each user in a 4×4 MU-MIMO architecture is in an optimal orthogonal

position. The middle subplot shows the mean location error from all users with respect

to Ω. The bottom subplot shows the mean singular values, they are expected to be

equal when the channel matrix is fully orthogonal.

The sensitivity due to sub-optimal user location increases with the number of satel-

lite antennas. Figure 5.14 shows the mean normalised capacity for different MU-MIMO

scenarios. The sensitivity increases with M , the mean capacity in each scenario asymp-

totes to specific value that also implies the mean capacity if the users are arbitrary

grouped from a distributed user set. At worst case sub-optimal user locations, the mean

achievable capacity of a MU-MIMO scenario is still significantly better in comparison

to the conventional SISO scenario. For example, in a 4 × 4 scenario, the achievable

mean capacity asymptotes to 80% capacity optimum. From Figure 5.11, numerically

80% of optimal capacity in a 4×4 scenario at 10 dB SNR is 11.2 bits/s/Hz as compared

to around 1.8 bits/s/Hz in a SISO scenario.
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Figure 5.13: Sub-optimal user location analysis with respect to Ω: (Top) Normalised
mean capacity, (Middle) Mean location error and (Bottom) Singular values

5.5 BER Simulation

A Matlab based simulation framework was developed to analyse the communications

performance of the channel in-terms of bit error rate (BER). A 4× 4 uplink scenario is
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Figure 5.14: Normalised mean capacity, MU-MIMO architecture with users distributed
randomly with respect to ideal locations

considered for analysis. Each UT independently transmits a symbol at the same time,

the received signal at the satellite is given by:

y = Hx + w, (5.30)

where x ∈ CN×1, y ∈ CM×1 and w ∼ CN (0, σ2IM) denote the transmitted signal,

received signal and additive white Gaussian noise, respectively, at a symbol time (the

time index is omitted for simplicity) and σ2 is the noise variance at each receive antenna.

The analysis is undertaken with two popular types of linear MIMO decoding receivers:

One is based on the Zero-Forcing (ZF) filter and the other is based on the Minimum

Mean Square Error (MMSE) filter.

ỹ = Gy, (5.31)

where ỹ denotes the received estimates of the transmitted symbols and G denotes a

linear MIMO decoding filter based on either ZF or MMSE equalisation methods. The
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filter performs a linear separation of each individual user signal from the combined

received signals. In the ZF case, the filter is computed as below:

GZF = (H̃
†
H̃)−1H̃

†
. (5.32)

The ZF filter completely eliminates other user signals in each user stream. However,

a known drawback of using ZF is the amplification of the noise component that arises

from the modification of the noise covariance matrix.

An alternative linear receiver design is based on the minimization of the mean

square error. In the MMSE case, the preprocessing filter is computed as follows:

GMMSE = (H̃
†
H̃ + Σw)−1H̃

†
, (5.33)

where Σw = σ2
wIM denotes noise covariance matrix. In both cases, it is assumed that the

channel state information is available and H is perfectly known at the receiver. This is

a realistic assumption, where it is expected that the orthogonal users are grouped based

on a-priori location knowledge. The simulation also assumes perfect synchronisation

at the receiver for carrier phase and symbol timing recovery.

Each UT transmits an uncoded QPSK waveform. The combined BER performance

for all four users is shown in Figure 5.15. Although for simplicity reason the signal

formation is given as a complex baseband example, the actual signal processing in

simulation includes oversampling at four samples per symbol and independent known

frequency offset from each UT. Results for three different user location scenarios are

plotted in Figure 5.15 and in each scenario the effect of the ZF and MMSE preprocessing

filters are compared. In a 4×4 MIMO scenario, the optimal spacing between each user

is approximately 95 km from Figure 5.12. The three different user location scenarios

are analysed with different (dG) values, corresponding to 95, 85 and 75 kilometres,

respectively. The corresponding channel singular values are given in Table 5.3.

The BER performance in Figure 5.15 is optimum as expected at dG = 95 km,

when the users are in optimal orthogonal locations. The communications performance

deteriorates when the users are not in orthogonal locations, at dG = 85 km and 75 km.
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Figure 5.15: BER for 4× 4 MIMO scenario with QPSK and no coding

Table 5.3: Channel singular values (4× 4 MIMO channel analysis)

dG (km) λ1 λ2 λ3 λ4

95 2.01 2.00 2.00 1.99

85 2.24 2.12 2.10 1.45

75 2.25 2.25 2.22 0.95

Since the operating SNR was high, there’s no visible performance improvement gained

by using MMSE over ZF preprocessing filter.

In Figure 5.16, BER results are shown with LDPC channel coding at 0.5 code rate

and QPSK modulation. The LDPC code structure is according to DVB-S2 standard,

with frame length of 64,800 bits [47]. The combined spectral efficiency from four users

is 4 bits/s/Hz. From Figure 5.11 4×4 MIMO scenario, the achievable capacity without
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signal set constraints at 0 dB SNR is 4 bits/s/Hz. The simulation results in Figure 5.16

with MMSE filter at dG = 95 km matches the BER performance at approximately 1

dB SNR. For the chosen coding and modulation, according to [47], the ideal SNR is

approximately 1 dB to achieve a BER of 10−7.

In all three user location scenarios, due to the low operating SNR, the MMSE

receiver performance is better compared to the ZF based receiver. The MMSE per-

formance is significantly better at dG = 75 km. However, neither MMSE nor ZF are

optimum receivers. MMSE with successive interference cancellation (SIC) MMSE-SIC

receivers should achieve the best possible sum capacity for any given channel matrix

[27].

Figure 5.16: BER for 4× 4 MIMO with QPSK and LDPC (code rate = 0.5)

5.6 Chapter Review

A MU-MIMO spatial multiplexing technique is proposed in this chapter for single

satellite systems to benefit from MIMO. MU-MIMO provides a capacity enhancement
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framework to increase the throughput of a High Capacity Satellite (HiCapS) system

in a given geographical region. WGS is an example of HiCapS system with multiple

spot beam antennas, so using MU-MIMO the capacity of a satellite similar to WGS

can be increased using overlapping spot beams on the same frequency plan. It is

shown that the channel spectral efficiency can be linearly increased in a given region

by using multiple antennas at the satellite, overlapping the beams and adopting a

MU-MIMO spatial multiplexing architecture. However, the channel state information

is required at the satellite or the anchor station to implement MIMO decoding and

precoding for user side uplink and downlink, respectively. Although this method may

draw some parallels with other antenna beamforming and null steering techniques [58],

the MU-MIMO approach allows easy evaluation of the capacity when the users are not

orthogonal.



Chapter 6

Channel Measurement: Passive

Experimental Campaigns

SATCOM links using geostationary satellites rely heavily on the line-of-sight (LOS)

path to achieve a healthy link budget. Despite the LOS nature of the channel, in

Chapter-3 and Chapter-5, it was shown that MIMO spatial multiplexing is achievable

either using multiple satellites or with a single satellite (with multiple antennas) respec-

tively. It has been established that to obtain an orthogonal MIMO channel matrix in a

LOS dominated channel, a distinct phase relationship is required in the channel matrix

and that this is achieved through geometrical optimisation method for antenna spa-

tial separation and placement [19]. The theoretical framework explained in Chapter-2

shows that a large antenna separation distance is required, either in space or on the

ground. For MIMO SATCOM to be validated, it is imperative that the theoretical

concepts are proven by channel measurements

In this chapter, a novel passive measurement technique is presented to measure

MIMO SATCOM channel orthogonality. The technique uses downlinks from two satel-

lites that have overlapping frequency coverage and beam footprints. Differential phase

measurements are obtained using cross-correlation analysis. These phase measurements

are subsequently used to verify the orthogonality of the MIMO channel matrix. Ac-

curacy analysis of the measurement method is also presented in this chapter, together

with simulated and measured results.
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Two independent, passive channel measurement campaigns have been successfully

conducted, one in Ku-band and another in X-band. The Ku-band experiment was

conducted in Munich during November 2015 in collaboration with the Munich Univer-

sity of Bundeswehr1. The Ku-band experiment was conducted using two EUTELSAT

satellites, 7B and 10A in geostationary orbit at 7oE and 10oE respectively. The X-band

measurement was conducted during October 2016 at the Defence Science and Technol-

ogy Group, Edinburgh, South Australia. The second measurement campaign provided

channel measurement results using a WGS satellite and a SKYNET satellite in 88.4oE

and 95.2oE respectively [59]. The results from both the measurement campaigns were

successful and show very close agreement with the theoretical framework for MIMO

SATCOM.

6.1 Measurement Setup

The downlink MIMO channel matrix under measurement is denoted by H ∈ CZ×M ,

where M is the number of satellites and Z denotes the number of receive antennas on

the ground. In this case the channel is represented by a 2× 2 matrix:

H =

h11 h12

h21 h22

 . (6.1)

Each channel path element hzm (2.2) is a complex coefficient with a channel path

attenuation and a deterministic channel phase φzm:

hzm = |hzm|e−jφzm z,m ∈ {1, 2}, (6.2)

φzm = 2π
f

c
rzm, (6.3)

1While the researchers at the Munich university had developed a measurement technique based on
active transmission to the satellites, as reported in [31]; the passive measurement technique discussed
in this chapter was fully developed and tested by the author.
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The information capacity of a MIMO channel is given in (2.13). However, in this case

there are M antennas in space and Z receive antennas at the source, hence the capacity

C is given by:

C = log2 det
(
IZ +

S

Mσ2
w

HH†
)

bits/s/Hz, (6.4)

The channel is said to be fully orthogonal if the matrix product HH† results in a di-

agonal matrix. The required condition to achieve the channel orthogonality is given

in (2.9). Dependent on the wavelength, specific antenna spacing is required to satisfy

(2.9). It is shown in Chapter-2 that either the antennas on the ground must be sepa-

rated by tens of kilometres to accommodate the small antenna separation on a single

satellite or multiple satellites are required to enable closer antenna placement on the

ground.

In the channel measurement campaigns, the latter case is considered with two

satellites. The passive measurement setup is shown in Figure 6.1. The two large

antennas v1 and v2 have narrow antenna beamwidth. They are pointed directly to

the satellites s1 and s2, respectively. The two small antennas y1 and y2 have broad

beamwidths and each of them is pointed to the mid-point between the two satellites;

this forms a 2×2 MIMO channel between the two small antennas on the ground and the

satellites in space. All four receive antennas in the measurement setup are co-located

at the same site.

The aim of the measurement setup is to measure the phase relationship (ψ) of the

channel matrix.

ψ = (φ11 − φ21)− (φ12 − φ22). (6.5)

The channel is fully orthogonal when ψ = ±π, whereas ψ = 0 denotes a keyhole

channel 2 [61]. In the setup for Ku-band experiments, the expected phase relationship

(6.5) and channel capacity (6.4) with respect to dG is shown in Figure 6.2. The expected

results are based at f = 12.5 GHz, where the two EUTELSAT satellites were located

at 10oE and 7oE and the ground antennas were located at 48.08oN and 11.64oE and

oriented at δG = −20.6o with respect to the local East-West direction. Maximum

2In MIMO literature, the term keyhole is used to indicate the channel environment where the
channel capacity of the MIMO system becomes very low [60]
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Figure 6.1: Experimental setup for passive channel orthogonality measurement tech-
nique for MIMO SATCOM (no uplink, downlink only)

channel capacity is achieved at values of dG where |ψ| = π. The periodicity of maxima

points corresponds to ν = 1, 3, ... in (2.9).

Similarly, the expected results for the X-band setup are shown in Figure 6.3. The

expected results are based on the parameters: f = 7.645 GHz, where the two geo-

stationary satellites are located at 88.4oE and 95.2oE and the ground antennas are

located at 34.9oS and 138.648oE oriented at δG = −90o with respect to the local East-

West direction.

The optimal location contours for the second antenna y2, calculated based on (2.9),

are shown in Figure 6.4 and Figure 6.5 in Ku-band and X-band, respectively. The

horizontal and vertical axes in these figures represents the relative longitude and relative
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Figure 6.2: Expected result for Ku-band setup:(top) |ψ| verses dG, (bottom) capacity
verses dG at SNR=10dB,

Figure 6.3: Expected result for X-band setup:(top) |ψ| verses dG, (bottom) capacity
verses dG at SNR=10dB,



Chapter 6. Channel Measurement: Passive Experimental Campaigns 105

latitude with respect to the y1 position, respectively. The main aim of the measurement

campaigns was to measure the phase relationship in the channel and compare to the

theoretically calculated results. In both measurement campaigns, the antenna y2 was

placed on a movable rail and moved away from y1 to measure the channel phase under

different dG values.

Figure 6.4: Optimum location contours for y2 in Ku-band experiment

6.2 Passive Measurement Technique

Let y1 and y2 be the received signals through the MIMO channel and v1 and v2 be the

received signals in the SISO channely1
y2

 = H

s1
s2

+

wy,1
wy,2

 , (6.6)
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Figure 6.5: Optimum location contours for y2 in X-band experiment

v1
v2

 = J

s1
s2

+

wv,1
wv,2

 , (6.7)

where s1 and s2 are respective satellite downlink signals in a specified bandwidth,

wy,1, wy,2, wv,1 and wv,2 are statistically independent receiver noises and J ∈ CM×M

is channel matrix between the satellites and the large antennas and H as in (6.1). In

this case, J is a 2 × 2 matrix, the diagonal elements of J denote the SISO channel

paths h1 and h2, respectively, and the off-diagonal elements α1 and α2 are respective

antenna discrimination coefficients in the direction of the alternate satellite, where

|hm| >> |αm|:

J =

h1 α1

α2 h2

 , (6.8)

hm = |hm|e−jφm m ∈ {1, 2}. (6.9)
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Let Ryv,zm denote the cross-correlation coefficient between the MIMO receive an-

tenna yz and SISO receive antenna vm at zero time lag

Ryv,zm = < yz(t)v
∗
m(t) > z,m ∈ {1, 2}, (6.10)

=
1

T

T/2∫
−T/2

yz(t)v
∗
m(t)dt, (6.11)

where < . > denotes time averaging operation and T is signal integration time. It is

assumed that s1 and s2 are fully uncorrelated and there are no other significant signal

sources from the direction of the two satellites at overlapping frequencies, which is a

reasonable assumption due to the strict frequency coordination in the geo-stationary

orbit. In an ideal case, when |αm| = 0, the cross-correlation function at zero time lag

is given by:

Ryv,zm = hzmh
∗
mσ

2
sm z,m ∈ {1, 2}, (6.12)

where σ2
s1

and σ2
s2

denote signal power of s1 and s2, respectively. Using (6.6), (6.7), the

expected value of the cross-correlation between the received signals can be expressed

in a matrix form:

E


y1
y2

v1
v2

†
 =

Ryv,11 Ryv,12

Ryv,21 Ryv,22


= H

σ2
s1

0

0 σ2
s2

J†, (6.13)

The argument of each correlation coefficient gives a differential phase estimate

(φ̂zm):

φ̂zm = arg{Ryv,zm} ≈ φzm − φm. (6.14)
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These differential phase estimates are used to estimate the phase relationship in the

channel matrix (ψ̂)

ψ̂ = (φ̂11 − φ̂12)− (φ̂21 − φ̂22)

≈ (φ11 − φ12)− (φ21 − φ22). (6.15)

For the correlation process to work, all the receivers must be frequency locked to

a common reference source and the signals captured at the same centre frequency on

all of the four receive channels. However, each receiver may have its own phase noise,

but the phase noise from each receiver cancels in equation (6.15). The passive channel

measurement technique is a simple, yet a powerful solution to accurately measure the

orthogonality of a MIMO SATCOM channel.

6.3 Accuracy Analysis

The standard deviation of the differential phase estimate is analysed in this section.

The accuracy of the phase estimate from each correlation is dependent on the post

correlation SNR. The cross-correlation and auto-correlation of the received signals can

be related by Schwarz’s inequality [62]

|Ryv,zm|2 ≤ Ryy,zRvv,m {z,m = 1, 2}, (6.16)

where Ryy and Rvv denote the auto-correlation values at zero time lag:

Ryy,z =< yz(t)y
∗
z(t) > {z = 1, 2}, (6.17)

Rvv,m =< vm(t)v∗m(t) > {m = 1, 2}. (6.18)

Cyv,zm =
|Ryv,zm|2

Ryy,zRvv,m

{z,m = 1, 2}, (6.19)
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where the coherency function 0 ≤ Cyv,zm ≤ 1 is a measure of correlation between the

two received signals yz and vm and Cyv,zm = 1 indicates full correlation. The standard

deviation of the phase estimate can be approximated by [63]

σφzm ≈ sin−1
[

1−Cyv,zm

2NsCyv,zm

]1/2
, (6.20)

where Ns denotes the number of discrete samples. Since the local noise at the receivers

is statistically independent, the variance for the overall channel phase estimate will be

the sum of the variance of all individual phase estimates. Hence, the corresponding

standard deviation in estimating the phase of the channel matrix is given as:

σψ =

√√√√ 2∑
z

2∑
m

σ2
φzm

. (6.21)

In Figure 6.6, under different SNR values, the comparison between theoretically

estimated σψ and simulation is shown. Approximately equal SISO SNRs are assumed

at receivers v1 and v2. The simulation framework is executed with Ns = 105 samples in

each receiver and 1000 iterations to calculate the standard deviation. In each iteration,

random phase values in the range from 0 to 2π are chosen for elements in the H and J

matrices. The magnitude values of the matrices are unit normalized and α1 = α2 = 0.

The SNRs at y1 and y2 will be significantly less compared to the SISO case, because

of the smaller antenna size and gain. Two different cases are analysed in Figure 6.6;

case-1 and case-2, where the MIMO SNRs are 12 dB and 22 dB less than the SISO

SNRs, respectively. For the SNR values considered, the simulation closely agrees with

theoretically estimated σψ (6.21).

6.3.1 Phase estimation bias

In the ideal case, it is assumed that |α| = 0. However, in practice each SISO antenna

receives a weak signal from the alternate satellite due to non-ideal antenna discrimina-

tion, such that |α| > 0. This may introduce a phase bias in the channel orthogonality
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Figure 6.6: Comparison between theoretically estimated σψ and simulation

estimation process. By expanding (6.13):

Ryv,11 = h11h
∗
1σ

2
s1

+ h12α
∗
1σ

2
s2
. (6.22)

To analyse the bias, let’s define variables3 a = |h11h1|σ2
s1

, b = |h12α1|σ2
s2

, θa =

∠h11h∗1 and θb = ∠h12α∗1. Such that:

Ryv,11 = a(cos θa + j sin θa) + b(cos θb + j sin θb), (6.23)

tan φ̃11 =
a sin θa + b sin θb
a cos θa + b cos θb

, (6.24)

tan φ̂11 =
sin θa
cos θa

, (6.25)

where φ̃11 and φ̂11 are the biased and unbiased phase estimates of the correlation

function. Although it is not directly possibly to estimate φ̂11 without the bias, it is

3Since these local variables are used only in this section, they are not listed in the notation
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useful to analyse the parameters that cause the phase error (φe,11 = φ̂11 − φ̃11):

tanφe,11 = tan (φ̂11 − φ̃11)

=
tan φ̂11 − tan φ̃11

1 + tan φ̂11 tan φ̃11

, (6.26)

where,

tan φ̂11 − tan φ̃11 =
sin θa
cos θa

−
( a sin θa + b sin θb
a cos θa + b cos θb

)
=
a cos θa sin θa + b sin θa cos θb − a cos θa sin θa − b cos θa sin θb

a cos2 θa + b cos θa cos θb

=
b sin (θa − θb)

a cos2 θa + b cos θa cos θb
(6.27)

and

1 + tan φ̂11 tan φ̃11 = 1 +
sin θa
cos θa

( a sin θa + b sin θb
a cos θa + b cos θb

)
=
a cos2 θa + b cos θa cos θb + a sin2 θa + b sin θa sin θb

a cos2 θa + b cos θa cos θb

=
a+ b cos (θa − θb)

a cos2 θa + b cos θa cos θb
. (6.28)

After substituting (6.27) and (6.28) in (6.26):

φe,11 = tan−1
[

χ sin (θa − θb)
1 + χ cos (θa − θb)

]
, (6.29)

where, χ = b
a
, since |h11| ≈ |h12|, the χ factor is directly proportional to the product

of the SISO antenna discrimination (|α|) and signal power difference between the two

satellite signals. Similarly φe,zm can be analysed for all values of {z,m = 1, 2}

ψe = (φe,11 − φe,12)− (φe,21 − φe,22), (6.30)

where ψe denotes the overall phase error in the channel orthogonality estimation pro-

cess. The impact of the phase bias is shown in Figure 6.7, where antenna discrim-

ination for both SISO antennas are -30 dB and with equal signal power from both
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satellite signals. Theoretically predicated channel orthogonality (red solid line) from

(6.5), estimated impact of phase bias from (6.30) and (6.5) and simulation results are

shown with respect to dG. The biased phase of the channel matrix is denoted by ψ̃

ψ̃ = ψ̂ − ψe. (6.31)

A small phase bias can be seen in Figure 6.7 due to the -30 dB SISO antenna

discrimination. A poorer antenna discrimination between v1 and v2 will increase the

phase bias, as shown in Figure 6.8 for -18 dB SISO antenna discrimination.

There appears to be least phase bias, when the antennas v1 and v2 are placed

in a position where the channel J is fully orthogonal. However, further analysis of

this approach is required and this is outside the scope of this thesis. This approach

could be useful at lower frequency bands, for example at UHF band, where antenna

discrimination can be significantly low compared to X-band or Ku-band.

Figure 6.9 shows the estimated and simulated outcome with -30 dB SISO antenna

discrimination and 10 dB signal power difference in the satellite signals. The impact of

the phase bias is greater as expected, which highlights the need to have approximately

equal signal power level from both the satellites for accurate channel orthogonality

measurement.

Figure 6.7: At -30 dB SISO antenna discrimination and σ2
s1

= σ2
s2
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Figure 6.8: At -18 dB SISO antenna discrimination and σ2
s1

= σ2
s2

Figure 6.9: At -30 dB SISO antenna discrimination and σ2
s1

=
σ2
s2

10

6.4 Ku-band Measurement Campaign Results

The Ku-band experiment using the passive measurement technique was conducted at

the University of the Bundeswehr, Munich during November 2015. The experimental

setup is shown in Figure 6.10, where v1 and v2 are parabolic antennas with 1.8 m

diameter and a bore-sight receive gain at 12 GHz of approximately 45 dBi. These

two antennas are arranged in a SISO setup to receive the downlink from the two

EUTELSAT satellites 7A and 10B at 7o E and 10o E, respectively. The 3 dB beamwidth
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of these antennas are 0.8 degrees. The antenna discrimination for each antenna towards

the alternate satellite at 3 degrees orbital separation is approximately -30 dB.

Figure 6.10: Picture of the Ku-band measurement setup

The two small antennas y1 and y2 are elliptical aperture dishes with an equivalent

diameter of 0.75 m. At 12 GHz, these antennas have a bore-sight receive gain of

approximately 37 dBi and the 3 dB beamwidth is 2 degrees. Both the small antennas

were pointed midway between the two satellites, that is to 8.5o E. Thus the effective

antenna gain in the direction of the satellites is reduced to 37 − 12(1.5
o

2.0o
)2 = 30.25 dB

[46] for both antennas y1 and y2.

To measure the channel orthogonality at different inter-antenna spacing dG between

y1 and y2, one antenna y2 was seated on a movable platform with rails to guide the

movement, as can be seen in Figure 6.10. For all the antennas, the LNBs in the receive

chain used a common 10 MHz GPS reference source. The received signals from all

the receivers are down converted to an IF and simultaneously captured using a four

channel R&S Real Time Oscilloscope (RTO) [64], controlled through a host PC using

a Matlab interface, as shown in Figure 6.11. The RTO digitises the IF signals and uses

an inbuilt I/Q software interface for digital signal processing to down-convert the IF

signals to complex baseband, followed by filtering and decimation to store I/Q samples

at a reduced sample rate.
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Figure 6.11: Data acquisition setup using RTO and Matlab

In four channel I/Q data capture mode, the RTO can capture up to 6 million

complex samples per channel. In each channel, the complex baseband I/Q samples

are captured at regular intervals in a burst of one second and one MHz bandwidth,

resulting in capture length of Ns = 106 samples per channel.

The cross-correlation analysis of the received signals at baseband is shown in Fig-

ure 6.12, the results show a single peak at zero time lag in each correlation. The peak

value at zero time lag in each subplot denotes a complex coefficient Ryv,zm as in (6.10).

The signals were captured at a carrier frequency f = 12.50895 GHz, where there was a

confirmed TV broadcast downlink on one of the satellites and an unknown third-party

signal present at the same overlapping frequency on the other satellite. A one MHz of
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signal bandwidth with frequency overlap was available for capture, opportunistically

making use of existing downlink from both the satellites.

Figure 6.12: Cross correlation analysis between: (a) y1 and v1 (b) y1 and v2 (c) y2 and
v1 (d) y2 and v2

6.4.1 Antenna separation test

The main aim of the antenna separation test is to measure the phase relationship

in the channel matrix to estimate the channel orthogonality at different dG values.

The measurement results shown in Figure 6.13 are obtained by advancing v2 by one

cm every 30 seconds. Approximately three burst of measurements are made at each

antenna separation position. The top plot shows the channel phase relationship (6.5),

where the channel is fully orthogonal when |ψ| = π and denotes a key-hole region when

|ψ| = 0. Starting from a key-hole region at dG = 1.3 m, v2 is swept across the fourth

maxima position (dG = 1.5 m) to the fifth maxima position at dG = 1.92 m.
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The predicted result is based on the theoretical calculation from known location of

the satellites at the time of the measurement using operator provided ephemeris data

and known geometry of y1 and y2. The orientation of antennas y1 and y2 (δG = −20.6o)

with respect to the local East-West direction and the height difference (0.22 m) between

y1 and y2, due to placement of y2 in a raised platform are taken into consideration to

theoretically predict the channel phase relationship.

The measured and predicted channel phase relationship values match very well.

The bottom subplot in Figure 6.13 shows the normalised channel capacity with respect

to dG, and again both the measured and predicted values match well. The channel

capacity in this case is derived from the differential phase estimates φ̂zm (6.14):

Φyv =

e−j2πφ̂11 e−j2πφ̂12

e−j2πφ̂21 e−j2πφ̂22


≈

e−j2πφ11 e−j2πφ12

e−j2πφ21 e−j2πφ22

ej2πφ1 0

0 ej2πφ2


≈ H̃

ej2πφ1 0

0 ej2πφ2

 , (6.32)

where H̃ (2.5) denotes phase components of the channel matrix without path attenua-

tion and antenna gain. Irrespective of the phases φ1 and φ2 from the two SISO channel

paths, the singular values or the capacity of the channel will remain unaffected, hence

the channel capacity from the measured phase data can be calculated from:

C ≈ log2 det
(
I2 +

ρ

2
ΦyvΦ

†
yv

)
bits/s/Hz. (6.33)

The predicted capacity using (6.4) from the known geometry of the setup and the

measured values of the channel capacity using (6.33) are compared in Figure 6.13 bot-

tom subplot (6.33). This is the result of a well balanced measurement setup, i.e. high

spatial discrimination between antennas v1 and v2, and approximately equal measure-

ment SNRs, respectively. The top subplot of Figure 6.14 shows the standard deviation

of the phase measurements, from the captured samples as per (6.21). All values are suf-
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Figure 6.13: Ku-band antenna separation measurement: (top) Phase relationship in
the channel matrix and (bottom) capacity

ficiently low, which also confirms reliable phase estimates from measurements. Finally,

the bottom subplot of Figure 6.14 shows the absolute values of the cross-correlation

coefficient peaks at zero time lag, in decibels. The interest in this is to analyse the rel-

ative level between the coefficients. From the setup, it is known that the channel gain

of all MIMO channel path elements and SISO path elements are approximately equal:

|h11| ≈ |h12| ≈ |h21| ≈ |h22| and |h1| ≈ |h2|, respectively. Since the difference between

the correlation coefficients are within 1 dB and nearly constant for all antenna spac-

ings, this satisfies that the downlink power from the two satellites are approximately

equal σ2
s1
≈ σ2

s2
.

6.4.2 Satellite orbital drift

Although the geo-stationary satellites appear to be stationary in space to the observer

on the ground, in practice it is impossible to maintain the satellite absolutely immobile

with respect to the Earth. Due to the consequence of orbital perturbations, the satellite
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Figure 6.14: Ku-band antenna separation measurement: (top) standard deviation of
phase measurements and (bottom) absolute value of cross-correlation coefficients

is never stationary at the nominal position. As described by the non-zero eccentric-

ity and inclination, each satellite will tend to oscillate from its nominal longitudinal

position and with respect to the equatorial plane [46].

For a given fixed spacing between the antennas y1 and y2 at an optimal dG value, the

movement of satellites will affect the channel orthogonality. During the measurement

week, a period of four days of satellite movements are shown in Figure 6.15, based on the

operator provided satellite ephemeris data. These orbital movements are typical of a

geo-stationary satellite and are within a nominally defined station keeping volume. The

satellite movement impact on the optimal location contours using the ephemeris data

is shown in Figure 6.16. The smearing effect (see Section-3.6) in the contours compared

to Figure 6.4 is a consequence of the 24-hour period of the satellite movement.

It can be observed from Figure 6.16 that for a small optimal spacing between y1 and

y2, the impact is less pronounced. However, at farther spacing between the antennas,

the channel orthogonality varies by a greater amount in a 24-hour period. Many hours
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Figure 6.15: Satellite movement: (left) EUTELSAT-7A and (right) EUTELSAT-10B:
Period (4 days of data from 23 Nov 2015 00:00:00 UTC)

of channel measurements were recorded at multiple maxima positions (i.e. fixed dG),

as shown on Figure 6.16. Due to the physical constraint in the setup, close antenna

spacing could not be achieved, hence the channel measurement were recorded only at

the 4th, 5th and 6th maxima positions corresponding to dG = 1.51 m, 1.93 m and 2.35 m,

respectively.

The measurement results from the 4th maxima position are shown in Figure 6.17, the

top subplot shows the channel orthogonality and bottom subplot shows the normalised

capacity. The signals are captured in one second bursts at an interval of once every 36

seconds approximately. The oscillation in the channel orthogonality is measured owing

to the satellite orbital movements with respect to the ground, the results are compared

with predicted pattern based on the satellite ephemeris. Throughout the 39 hours, the

measured results match the predicted periodic pattern. In this case, the normalised

capacity reduces down to 97%, which is an expected behaviour.
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Figure 6.16: Satellite movement impact on the optimal user location contours

The standard deviation of the phase measurements and the absolute values of the

cross-correlation coefficients for the 4th maxima position are given in the top and bot-

tom subplots in Figure 6.18, respectively. Throughout, σψ is approximately around

0.01 radians. Such a low value indicates reliable phase measurements with sufficient

accuracy. The |Ryv,zm| data are roughly within a 2 to 3 dB range and this ensures the

error in the phase estimation due to the phase bias is kept low in (6.30). The ratios

|Ryv,11|
|Ryv,12| and |Ryv,21|

|Ryv,22| approximately measure the power level difference between the two

satellites
σ2
s1

σ2
s2

. The significance of the having equal power level on both satellite signals

were discussed in Figure 6.7 and Figure 6.9 .

The drop in the received signal power level at elapsed time around the 18th hour

and 26th hour in the cross-correlation coefficients is an one-off event, possibly highlights

a measurement glitch or antenna blockage. However, a series of events at around the

19th hour and 27th hour, highlights the disappearance and appearance of the signal

from s2 for a brief period of time. This is one drawback of this passive measurement

method, but nevertheless, it isn’t a significant hindrance to the channel measurement.



122 Chapter 6. Channel Measurement: Passive Experimental Campaigns

Figure 6.17: Ku-band 4th maxima position: (top) Phase relationship in the channel
matrix and (bottom) normalised capacity

Similar results for dG for the 5th and 6th maxima positions are shown in Figure 6.19

and Figure 6.21, respectively. Close agreement is found between the measured and

predicted results. It is evident that the variation in the channel orthogonality is more

pronounced at 6th maxima position compared to 5th or 4th maxima position, as pre-

dicted. The normalised capacity reduces down to 97%, 96% and 93% in 4th, 5th and

6th maxima positions, respectively.

The corresponding standard deviation of the phase measurement and absolute val-

ues of the cross-correlation coefficients for 5th and 6th maxima positions are shown in

Figure 6.20 and Figure 6.22, respectively. In both cases, the σψ values are around .005,

better than the measurements at the 4th maxima position, mainly attributing to the

increase in the correlation peak due to increased SNR of the received signals.
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Figure 6.18: Ku-band 4th maxima position: (top) standard deviation of phase mea-
surement sand (bottom) absolute value of cross-correlation coefficients

6.5 X-band Measurement Campaign Results

The X-band measurement campaign using the passive channel measurement technique

was conducted during November 2016, using facilities at the DST Group, Edinburgh,

South Australia. The Ku-band results from the passive channel measurement technique

are sufficient to prove the spatial MIMO SATCOM concept. However, the X-band

measurement results are significant to independently validate the theory in a different

frequency band, antenna setup and with different orbital separation in space and in

the ground.

A picture of the X-band measurement setup is shown in Figure 6.23, where v1

and v2 are parabolic antennas with 2.0 m diameter with bore-sight receive gain at 7.6

GHz of approximately 42 dBi. These two antennas are arranged in a SISO setup to

receive the downlink from a WGS satellite and a SKYNET satellite at 88.4o E and

95.2o E, respectively. The 3 dB beamwidth of these antennas are 1.4 degrees. The
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Figure 6.19: Ku-band 5th maxima position: (top) Phase relationship in the channel
matrix and (bottom) normalised capacity

Figure 6.20: Ku-band 5th maxima position: (top) standard deviation of phase mea-
surements and (bottom) absolute value of cross-correlation coefficients
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Figure 6.21: Ku-band 6th maxima position: (top) Phase relationship in the channel
matrix and (bottom) normalised capacity

Figure 6.22: Ku-band 6th maxima position: (top) standard deviation of phase mea-
surements and (bottom) absolute value of cross-correlation coefficients
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antenna discrimination for each antenna towards the alternate satellite at 6.8 degrees

is approximately -33 dB.

Figure 6.23: Picture of the X-band measurement setup

However, y1 and y2 are linearly polarized horn antennas with 24 dBi gain and 3

dB beamwidth equal to 10.5 degrees. Since the downlink signals from the satellites

are circularly polarized, the effective boresight gain will be reduced to 21 dBi. Due to

6.8 degrees orbital separation between the two satellites, both the horn antennas are

pointed midway between the two satellites. Thus the the effective antenna gain in the

direction of the satellites is further reduced to 21− 12( 3.4o

10.5o
)2 = 19.75 dB [46] for both

the antennas y1 and y2.

Both horn antennas are mounted using a tripod and firmly attached on top of a

trolley, where y1 is left fixed and y2 is movable with rails to guide the movement in a

straight line, as shown in Figure 6.23. In the setup, to enable channel measurements

at multiple capacity maxima positions, the distance between y1 and y2 is variable from

as low as dG = .80 m to dG = 3.51 m. The orientation of y1 and y2 is exactly in the

North-South direction, that is δG = −90 degrees.
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Figure 6.24: Spectral overlap of the X-band signals (shown at L-band IF)

Similar to the Ku-band setup, in the X-band setup, all the LNBs in the receive

chain use a common 10 MHz reference source. The LNBs down-convert the X-band to

an L-band IF, the RTO digitises and captures the baseband I/Q samples in all four

channels. The spectral overlap of the X-band signals from the two satellites is shown in

L-band IF in Figure 6.24 4. The spectral plot highlights the region where the downlink

signal overlap between the two satellite at approximately the same power level. The

signals are captured at f = 7.545 GHz, in 6 MHz bandwidth, for one second duration,

resulting in a capture length Ns = 6 million baseband I/Q per channel. It can be

noticed in Figure 6.24 that there is carrier signal at that frequency on WGS5, whereas

in the case of SKYNET, the transponder noise from the satellite is used in the analysis.

A sample of the cross-correlation analysis of the signals is shown in Figure 6.25. As

expected, the correlation peak in all the cases occurs at the zero time. Please note that

4The spectral plot is captured using a high gain 4.6m dish, pointing at one satellite at a time and
capturing the spectrum display

5The signals are not demodulated or analysed beyond the calculation of the correlations. During
the measurement, the raw data were immediately discarded after the calculation.
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the horizontal axis is denoted by correlation sample index. Comparing to the Ku-band

cross-correlation analysis from Figure 6.12, the cross-correlation peak values in X-band

are lower due to lower SNRs, resulting from a combination of reduced antenna gain and

a lower satellite downlink power level. However, the cross-correlation is also increased,

owing to increase in Ns to 6 million samples per channel in X-band compared to 1

million samples per channel in Ku-band.

Figure 6.25: X-band cross-correlation analysis between: (a) y1 and v1 (b) y1 and v2

(c) y2 and v1 (d) y2 and v2

6.5.1 Antenna separation test

The channel measurement results from the X-band antenna separation test are given

in Figure 6.26. The channel is measured by moving y2 in 5 cm intervals. The interval

is reduced at positions where |ψ| is close to 0 or π radians to measure the channel

with a better precision. The results span over multiple maxima points, from the 2nd

maxima to the 5th maxima position, corresponding from dG = .95 m to dG = 2.94 m,

respectively. The measured channel phase relationship (6.15) matches well with the
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predicted results (6.5), which is based on the known location of the satellites at the

time of the measurement and the known geometry of the antenna orientation on the

ground.

Figure 6.26: X-band antenna separation measurement: (top) Phase relationship in the
channel matrix and (bottom) normalised channel capacity

The standard deviation of the phase measurement and the absolute values of the

cross-correlation peak coefficients corresponding to the antenna separation is given in

Figure 6.27. From the results, it can be concluded that reliable phase estimates were

made from the measurement without any observable phase bias.

6.5.2 Satellite orbital drift

Similar to the Ku-band analysis, the orbital movement of the two satellites are shown

in Figure 6.28. In this case, the satellite movement are tracked through an openly

available web source [59] and the TLE data for the satellites are obtained from [65].

From the TLE data, satellite ephemeris data are then generated using the STK tool.

The satellite ephemeris thus obtained are not guaranteed to be accurate. The smearing
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Figure 6.27: X-band antenna separation measurement: (top) standard deviation of
phase measurement and (bottom) absolute value of cross-correlation coefficients

effect in the optimum location contours due to the satellites movement is shown in

Figure 6.29.

Many hours of channel measurements were recorded at multiple maxima positions,

as shown on Figure 6.29. Due to the physical constraint in the setup, close antenna

spacing at the 1st maxima position could not be achieved, hence the channel measure-

ments were recorded only at the 2nd, 3rd, 4th and 5th maxima positions corresponding

to dG = .95 m, 1.62 m 2.29 m and 2.94 m, respectively. These results are provided in

Appendix-A.

6.6 Chapter Review

In this chapter, a novel passive technique to measure and validate a two satellite MIMO

SATCOM channel is presented. The measurement method uses cross-correlation anal-

ysis of the received signals to estimate differential phase measurements. These phase

measurements are used to estimate the channel orthogonality. Accuracy analysis of
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Figure 6.28: Satellite movement: (left) WGS and (right) SKYNET

Figure 6.29: Satellite movement impact on the optimal locations contours

the proposed measurement method is presented and compared with simulation. The

parameters that cause bias in phase estimates are analysed using simulations. Results
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from successful experimental campaigns in Ku-band and X-band using signals are sig-

nificant in proving and validating the MIMO SATCOM channel. The proposed passive

measurement technique is a useful and convenient method to validate the MIMO SAT-

COM channel, including the impact due to independent satellite ephemeris, different

orbital spacing of satellites, different frequency bands and long term phase stability in

the channel.



Chapter 7

Conclusions and Future Work

The main aim of this thesis was to study the application of Multiple Input Multi-

ple Output (MIMO) techniques to Satellite Communications (SATCOM). The success

realised from the application of MIMO techniques in terrestrial wireless communica-

tions has generated this interest to study MIMO for SATCOM. However, a SATCOM

channel can be unlike the terrestrial channel in that it often does not exhibit the rich

scattering environment and multi-path propagation that has traditionally provided op-

portunities for MIMO gain. The SATCOM channel is principally dominated by the

Line of Sight (LOS) path. The absence of scatterers in the SATCOM propagation

path leads to rank deficiency in the spatial MIMO channel matrix. Hence, at a first

glance it appears that MIMO may not be able to provide spatial multiplexing gains

in SATCOM. However, in spite of a strong LOS path in the SATCOM channel, this

thesis shows the application of MIMO is possible and has explored the application to

SATCOM through spatial geometrical optimisation methods.

7.1 Review of Polarization multiplexing

The majority of the MIMO SATCOM research in existing literature focus on using po-

larization in Land Mobile Satellite (LMS) channels at L-band and S-band frequencies.

In this thesis, importance is given to analyse the circular polarization at X-band fre-
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quencies and above. Utilisation of orthogonal polarizations as two independent Single

Input Single Output (SISO) systems is a well known frequency reuse concept in SAT-

COM at higher frequency bands. However, it is shown that poor Cross Polar Isolation

(XPI) in the link, mainly due to antenna polarization misalignment, can significantly

degrade the communications system performance. The commonly used polarization

metrics are XPI, Cross Polar Discrimination (XPD) and Axial Ratio (AR). These met-

rics defines the state of the polarization in-terms of amplitude, but ignores the phase

information.

In this thesis, a polarization antenna model is derived with both amplitude and

phase errors in polarization excitation. Using the model, it is shown that in a MIMO

context, the system performance degradation can be made negligible. For MIMO

systems, it is shown that the term polarization parallelity has more significance than

the conventional term XPD in defining the polarization state of an antenna.

Using an example case study, an analysis was presented using the Singular Value

Decomposition (SVD) technique, with a channel model utilising both spatial and po-

larization multiplexing gains. The aim was to increase the channel capacity by up to

four fold in X-band. The antenna polarization was analysed in-terms of the term po-

larization parallelity. The results show that approximately 10% of the total achievable

capacity is lost with an average polarization parallelity.

7.2 Review of Multiple Satellite Systems

This work was motivated by the research done by Prof. Knopp and his team at the

Munich University of the Bundeswehr, Germany, in spatial geometrical optimisation

for MIMO SATCOM. It is shown that to achieve MIMO spatial multiplexing in LOS

dominated SATCOM channels, either the antennas in space or antennas at the ground

must be separated by a large distance. Typically, geostationary satellites with over-

lapping frequency bands are not placed in orbit at a narrow spacing to avoid adjacent

satellite interference. A MIMO SATCOM approach using two satellites within the

orbital separation between 0.5o and 2o can boost the overall channel capacity into a
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high demand region. At the same time, we’ve acknowledged that using multiple satel-

lites for spatial multiplexing may not always be considered cost effective. However, in

this thesis the focus has been given into investigating the application to narrowband

Military SATCOM (MILSATCOM) in UHF band. The analysis shows that MIMO

SATCOM in UHF band is one example where spatial multiplexing can be most useful

to increase the channel spectral efficiency using two satellites.

A generic channel model has been derived based on Ricean distribution properties,

to include both LOS and Non-LOS (NLOS) paths. The spatial antenna geometry

was analysed with respect to channel capacity. The channel capacity formulation and

analysis is based on a non-regenerative satellite payload, where uplink and downlink

from satellite to the user are MIMO links and uplink and downlink from satellite to

anchor are two SISO links. Irrespective of the Ricean distribution factor, the phase

relationship in the channel was seen to be dominated by LOS paths. For a 30o spacing

between the two satellites, an inter antenna spacing of approximately one metre was

required on the ground. Practical measurement results conducted by Prof. Knopp’s

team using two UHF satellites at 63oE and 13oE independently verify the theoretical

analysis presented in this thesis [66, 67] .

A simple, yet an efficient receiver signal processing architecture was derived and

presented to deal with different propagation time delay and Doppler in the channel

paths; in both user uplink and downlink scenarios.

7.2.1 Future Direction: MIMO for MUOS

Although the MIMO analysis presented in thesis was targeted for narrowband SAT-

COM in UHF band, the same concept could also be applied to wider bandwidths in

the UHF band. For example, MIMO spatial multiplexing approach could provide op-

portunities for the US DoD’s Mobile User Objective System (MUOS). To achieve a

better data rate and quality of service, MUOS is moving away from the conventional

5 kHz or 25 kHz bandwidth transponders to a cellular like service using Wideband

Code Division Multiple Access (WCDMA) [68]. MUOS consists of four active satel-
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lites in geosynchronous orbit for a worldwide coverage. Each satellite employs 16 spot

beams in its field of view, each beam operates at 300 to 320 MHz for user uplink and

360 to 380 MHz for user downlink. Each spot beam is further divided to four 5 MHz

WCDMA channels, providing a total of 64 channels per satellite with full frequency

reuse between the beams.

By the analysis done in this thesis, the capacity could be further enhanced by

using MIMO for MUOS. This would enable more active satellites to operate in the

geostationary orbit with overlapping beams. Secondly, even in the current single satel-

lite operation scenario, the system performance can be increased by using a Multi-User

MIMO (MU-MIMO) architecture to reduce inter-beam interferences. However, investi-

gation of MIMO waveforms for frequency selective multi-user wideband UHF SATCOM

channels is a subject topic for future research.

7.3 Review of Single Satellite Multi-User Systems

It has been shown that at lower frequency bands, spatial multiplexing using multiple

satellites can provide an increase in the overall spectral efficiency. At higher frequency

bands, application of spatial multiplexing in a single satellite scenario has been analysed

using MU-MIMO. Next generation Ka-band SATCOM systems are ambitious in-terms

of throughput and capacity using multiple spot beams. There are two categories of

SATCOM systems that have emerged. The first is High Throughput Satellites (HTS)

systems with an aim to increase overall throughput of a satellite. The second category

is High Capacity Satellite (HiCapS) systems, where the aim is to increase the satellite’s

capacity in a given region. The application of MIMO techniques to improve the system

performance is a subject topic for research in both these scenarios.

A MU-MIMO technique is proposed and analysed to enhance the capacity of an

HiCapS in a given high demand region on the ground. It is known that the MU-MIMO

technique can work favourably in LOS channel conditions. In this thesis it is shown

that in a satellite with multiple antennas pointing to single beam location on the Earth,

it is possible to achieve frequency reuse (in all the beams) based on a selective grouping
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users at specific locations on the ground. The users on the ground each have a single

antenna and do not require cooperation with each other. A framework has been de-

veloped to find optimal user locations to maximise the overall spectral efficiency of the

satellite in the required region. The analysis shows that the channel capacity can be

increased linearly with the number of antennas on the satellite. However, the achiev-

able capacity is sensitive due to non optimal user locations, this sensitivity increases

along with the increase in the MIMO order. Communications system performance

are assessed in terms of Bit Error Rate (BER) using two conventional linear MIMO

decoding approaches, namely Zero Forcing (ZF) and Minimum Mean Square Error

(MMSE). The simulation results show that even when the users in a group are not at

ideal orthogonal locations, the MMSE approach outperforms the ZF approach when

using powerful channel coding techniques such as Low Density Parity Check (LDPC)

codes.

7.3.1 Future Direction: Multi-Satellite Multi-User Commu-

nications

Multi-Satellite Multi-User (MSMU) is an application of MIMO to SATCOM with a

profound impact for MILSATCOM users. In a MILSATCOM context, SATCOM links

can be subject to electronic attack through interference and satellites themselves are

becoming increasing vulnerable. Radio Frequency (RF) emission from SATCOM can

also be exploited by an adversary to detect the presence and/or locations of the termi-

nal. MSMU is a novel concept in SATCOM to leverage MIMO techniques, multi beam

antenna array technologies and management complexity to support a SATCOM user

community. This concept breaks the paradigm of a given user operating on a single

satellite at any one time. There is potential in this architecture to increase aspects of

resilience for military users in areas such as protection, diversity and secrecy. Key en-

ablers are multi-beam antennas for SATCOM user terminals and the design of physical

layer and management systems that support the concept.
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7.4 Review of Channel Measurement Campaigns

A novel MIMO SATCOM channel orthogonality measurement technique has been pre-

sented in this thesis. The experimental setup is based on a passive measurement

technique, where no transmission to the satellites is required, instead relying on exist-

ing downlinks from two satellites that have overlapping frequency coverage and beam

footprints. Differential phase measurements are obtained using cross-correlation anal-

ysis. These phase measurements are subsequently used to verify the orthogonality of

the MIMO SATCOM channel. Accuracy analysis of the measurement setup together

with simulated and measured results are presented in this thesis.

Measurement results from two separate and independent campaigns have been pre-

sented and analysed. The first one in Ku-Band using two EUTELSAT satellites 7A

and 10B at 7o E and 10o E, respectively, measured at the Munich University of the

Bundeswehr. The second one conducted at Defence Science and Technology (DST)

Group, Edinburgh, South Australia in the MILSATCOM X-band, using two satellites

WGS and SKYNET at 88.4o E and 95.2o E, respectively. Extensive channel measure-

ments were obtained to verify and compare the spatial relationship geometry in the

MIMO SATCOM channel. The results from both the measurement campaigns were

successful and show very close agreement with the theoretical framework.
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X-band channel measurement:

Additional Results

The X-band channel measurement results at the 2nd, 3rd, 4th and 5th maxima positions

corresponding to dG = .95 m, 1.62 m, 2.29 m and 2.94 m are given in Figure A.1,

Figure A.2, Figure A.3, and Figure A.4, respectively. To predict the channel response

for comparison with measured results, the satellite ephemeris data must be known for

both the satellites. As mentioned in Chapter-6, the satellite orbital positions and TLE

are obtained through openly available websites1 [59] and [65]. It is found that the

ephemeris data for WGS is completely out of sync and this was further confirmed by

beacon Doppler tracking. Hence, the predicted response from the satellite ephemeris

data may not accurately match with the measured results. However, since the station

keeping volume for the WGS is very tight compared to other conventional satellites,

the channel response from the satellite movements are mostly dominated by the motion

of the SKYNET satellite.

The measurement results in Figure A.1, Figure A.2, Figure A.3, and Figure A.4

show the variation in the channel phase relationship ψ (6.5) and normalised capacity

with respect to time due to the movement of the orbital movement of the satellites.

Due to erroneous ephemeris data for WGS4, a fixed orbital position is assumed for

WGS.

1SatFlare for satellite tracking and Mike McCant’s site for satellite TLE download
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Figure A.1: X-band 2nd maxima position: (top) channel orthogonality and (bottom)
normalised capacity

Figure A.2: X-band 3rd maxima position: (top) channel orthogonality and (bottom)
normalised capacity
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Figure A.3: X-band 4th maxima position: (top) channel orthogonality and (bottom)
normalised capacity

Figure A.4: X-band 5th maxima position: (top) channel orthogonality and (bottom)
normalised capacity
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